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An unprecedented interest in biomarker development has arisen from the increasing use of genomic information and high-throughput technologies in the field of drug development. Monitoring global cellular responses to perturbation due to disease, drug treatment or toxicity is achieved using molecular profiling methods such as DNA microarrays, proteomics and metabonomics. Unique fingerprints composed of molecular changes are captured and subjected to interpretation with the goal of class discovery, comparison or prediction. Each fingerprint reflects a cumulative response of complex molecular interactions, and if these interactions can be significantly correlated to an end point, the molecular fingerprint may be qualified as a predictive biomarker. Furthermore, in cases where the predictive power of any single response or set of responses is statistically significant, a molecular fingerprint can provide novel information related to the underlying disease biology or mechanism of toxicity. There is an acute need for effective biomarkers in every phase of drug development, from discovery, to preclinical studies, through to clinical trials. The context in which these molecular biomarkers are used will depend upon the nature of the biological problem being addressed. This review will summarise experimental and computational efforts in the field of molecular profiling and discuss the significant challenges in interpreting molecular profiling data and qualifying novel transcriptional biomarkers.
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1. Introduction

There is a widespread expectation that with the completion of sequencing the human, mouse and rat genomes, biomedical research will advance at an accelerated rate. This expectation is heightened by the advent of high-throughput technologies covering everything from genome annotation to screening chemical compounds and the molecular profiling of DNA, mRNA, proteins and metabolites. Molecular profiling is defined as platform technologies capable of recording the entire cellular response to perturbation [1,2]. How close are we to the promise of a novel paradigm shift in this era of systems biology, and will the pay-off be more rapid development of effective therapies, custom-made for what ails each of us? There is no question that the scientific community can generate data at an unprecedented rate, but the challenge is to transform that information into meaningful, interpretable knowledge.

The bottleneck in terms of drug discovery and development has moved downstream beyond hypothesis generation, target identification and lead discovery, to choosing which hypotheses, targets and compounds warrant follow-up and critical resource allocation. A central component in this process is biomarker discovery and development. It is one thing to accelerate the pace at which therapeutic candidates advance through the pipeline, but it is another to see more of them make it through clinical trials and reach the market. Biomarkers have long played a crucial role during drug development through clinical trials in determining therapeutic efficacy,
drug toxicity and disease progression. However, the process of biomarker identification and validation has historically been an arduous one. If high-throughput technologies are going to succeed in delivering safer, more efficacious drugs, they must also deliver superior biomarkers ensuring that success.

This review begins by defining the term ‘biomarker’ and the contextual application of biomarkers in the drug discovery and development pipeline. Section 3 lays out the challenges in interpreting the data from transcriptional expression arrays, with a focus on evaluating biomarkers for toxicity and determining the appropriate context for the use of those biomarkers. Section 4 details specific examples of how expression profiling has been used for disease and compound classification and how application of this technology differs depending on the biological question being posed. Section 5 addresses the confounding factors in data interpretation and discusses various computational approaches to data analysis.

2. Biomarkers defined

Because the use of the term ‘biomarker’ is broadening and has been used to describe a range of measurable end points (e.g., drug, device, surgery, vaccine, biological agent and behavioural modification), the National Institutes of Health (NIH) formed a committee to provide working definitions for specific terms and a conceptual model of how biomarkers could be utilised [3]. According to the NIH Initiative on Biomarkers and Surrogate End Points, a biological marker (biomarker) is defined as:

- A characteristic that is objectively measured and evaluated as an indicator of normal biological processes, pathogenetic processes or pharmacological responses to a therapeutic intervention [3].

A biomarker is distinguished from a clinical end point, which is defined as:

- A characteristic or variable that reflects how a patient feels, functions or survives [3].

A surrogate end point is defined as:

- A biomarker that is intended as a substitute for a clinical end point. A surrogate end point is expected to predict clinical benefit (or harm or lack of benefit or harm) based on epidemiological, therapeutic, pathophysiological or other scientific evidence [3].

Apparent in these definitions is a distinction between biomarker uses in a non-clinical versus a clinical setting. The degree to which a biomarker candidate is qualified will vary depending on the setting for its intended use. The evidence needed to qualify an analyte as a surrogate end point requires that the biomarker measurement correlates with a clinical end point and that the correlation is statistically reproducible. In the words of the FDA, a drug submitted for approval should have ‘...an effect on a surrogate end point that is reasonably likely, based on epidemiological, therapeutic, pathophysiological or other evidence, to predict clinical benefit or on the basis of an effect on a clinical end point other than survival or irreversible morbidity’ [4].

Furthermore, the NIH Biomarkers Definitions Working Group discourages the use of the term 'validation' to describe performance characteristics of a measurement or assay technique because it implies that a surrogate end point used for one therapeutic intervention can be generalised to include other interventions that may or may not relate to a specific end point. Therefore, the recommendation is to use the terms 'qualification' or 'evaluation' to describe the process of determining surrogate end point status as a substitute for a clinical end point.

Biomarkers can be classified based on the degree to which they are related to a clinical end point. First, a therapeutic intervention can have a direct effect on a putative biomarker, which provides either a reliable response making it a good candidate for a surrogate end point or an unreliable response due to large variations in response or because it cannot be assayed accurately. Second, the effect can be indirect but can provide a reliable response because the biomarker is associated with a secondary physiological, pathological or pharmacological process that is impacted by the intervention. Such a biomarker may be conditionally associated with an end point; for example, creatine kinase (CK) elevation can be an indicator of muscle myopathy unless an individual has participated in vigorous exercise. Such biomarkers become more useful as the relevant exceptions are defined. Third, the biomarker response is unlinked to a therapeutic intervention or disease process and is not predictive of clinical outcome [5].

The traditional paradigm of biomarker development must change given the growing number of drug candidates entering preclinical screening. Not only have genomic technologies allowed refinement of compound discovery in well-understood areas such as cardiovascular disease, they have also allowed headway to be made in less-understood therapeutic areas such as obesity and neurodegeneration [6]. The need to evaluate novel biomarkers in parallel with novel drug targets is exemplified by disorders that have a long presymptomatic period, such as Alzheimer's and Parkinson's disease [7-9]. This parallel approach should reduce the attrition of drugs in development by better predicting which compounds will fail due to suboptimal pharmacokinetic or pharmacodynamic properties, toxicity or lack of efficacy. Biomarker development is a multi-stage process in which validated targets or drugs can be used to identify biomarkers in the development phase. Next, in the preclinical phase, biomarkers can be used to monitor pharmacological and toxicological effects in vitro or in vivo model systems. Established end points in animal studies can serve to qualify novel biomarkers in concert with the evaluation of novel compounds. Finally, during clinical trials and beyond, biomarkers are used to monitor the efficacy and safety of a compound in patients and, if approved as a surrogate end point, can serve as a diagnostic indicator.
A single biomarker need not function in all phases of development but rather, depending on what parameters are being measured or monitored, a sequential set of biomarkers could facilitate drug development more effectively than a single assay. Furthermore, the complexity of many disease processes and mechanism of action for therapeutic intervention makes it likely that a single biomarker will not account for all pathological or treatment effects. Therefore, it is equally unlikely that a single criterion can be used to link a surrogate end point to a disease. In such cases, the use of multiple biomarkers to provide a read-out of efficacious or adverse events could serve as a more reliable surrogate end point. This is where the promise of high-throughput and genomic technologies can advance the process of biomarker discovery. Several recent review articles explore issues related to biomarker assay development and provide a number of excellent examples of this process [5,7,10]. Redefining what is considered to be a biomarker and how it can be used throughout the drug development process is important now in light of the range of new approaches for predicting or monitoring disease progression or adverse drug effects. Molecular profiling strategies that monitor mRNA, protein and/or metabolic response to perturbation are all potential sources of novel biomarkers. The field of imaging biology is emerging as another potentially rich source for identifying novel biomarkers [7]. In fact, the current increased rate of novel target identification can be attributed to an increasing understanding of mechanisms of disease and toxicity as well as effects of therapeutic intervention brought about by the 'omics' technologies.

The field of biomarker discovery and development is complex and broad. This review will not attempt to present a comprehensive assessment of all aspects relating to this topic, but rather will focus on the second phase of biomarker development, preclinical compound evaluation, primarily looking for indicators of toxicity (defined in the broad sense as including adverse events that may not kill cells) using in vivo or in vitro models. The use of gene and/or protein expression technologies to monitor responses to xenobiotic exposure is termed toxicogenomics. A qualified toxicity biomarker should predict an adverse event earlier than could otherwise be done without the biomarker. In order for the biomarker to be used in clinical trials, monitoring must be non-invasive (e.g., blood, urine and imaging). A proposed paradigm to accelerated compound evaluation for liabilities before they become drug development candidates is to build up a reference database of expression profiles from known toxicants. The success of such a database relies on the principle that shared mechanisms of toxicity induced by structurally related or unrelated compounds have similar transcriptional responses (e.g., guilt by association). Signatures from novel compounds in development would be queried against this toxicity compendium and ‘go/no go’ decisions will be based upon similarities between transcriptional signatures [11]. This is somewhat analogous to forensic techniques using images of human fingerprints or DNA microsatellite patterns searched against national repositories. The difference is that there would likely not be an exact match unless the compound or a close analogue already exists in the database, but rather there would be a match to a set of predictive transcriptional changes (i.e., a molecular fingerprint) that serves as a biomarker indicative of a known toxicity [12-14]. The database could also reveal clues to unknown toxic mechanisms.

3. Challenges in qualifying molecular fingerprints as biomarkers

Molecular profiling yields a global readout from tissue or cultured cells in response to perturbation. For compound evaluation, this cellular response includes transcriptional or protein changes due to pharmacology, drug metabolism, adaptive homeostasis or toxicity. These changes can number several thousand; the magnitude of each can be large or small. Since platforms that monitor transcriptional changes are more widely used in toxicity screening than those for proteins, the following discussion will focus specifically on the application of gene expression microarray technologies [15,16]. In interpreting such data, the initial challenge is to parse the transcriptional changes that are a genuine response to the drug (i.e., the biological signal) from the background noise (e.g., variability inherent to the platform or between animals). Next, one must assign responding genes, identified as a relevant biological signal above, to specific toxicity classes as distinguished by different compounds. An additional challenge is to predict toxicity before any histological damage has occurred and before elevations are seen in standard clinical chemistry markers. For an appreciation of how transcriptional profiling can impact the assessment of drug safety, it is first necessary to understand the goals of the preclinical process and the protocols in current use for detecting toxicities.

Sistare [17] outlines the objectives of non-clinical studies as follows:

- Identify the dose-limiting and associated toxicities and discover whether or not the toxicities seen are reversible.
- Identify the safety pharmacology risks of the drug (and its metabolites) to the function of the CNS, cardiovascular system, and other systems.
- Define the toxicokinetics, that is, dose/exposure/t ime relationship.
- Define the safe starting dose for human trials.
- Define the appropriately safe patient-monitoring strategy for clinical trials.

The traditional biomarkers used in non-clinical studies include histopathology and the measurement of specific enzyme activity levels in blood (clinical chemistry). The accepted ‘gold standard’ for identifying toxicity in safety assessment studies is the histopathology evaluation of tissue after compound treatment, because often, tissue damage occurs prior to any change detected in routinely measured clinical chemistry parameters. These traditional biomarkers
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have been in use for > 50 years with little modification [18]. Furthermore, histopathology is time- and labour-intensive and the accuracy of the evaluation can be subjective [19,20]. In order for molecular biomarkers to supplant histopathology as a preferred method for evaluating the safety of a compound in animals with application to the clinic, it must be demonstrated that they can be reliable surrogates of toxicity as well as accurately and reproducibly measured. There is no advantage over histopathology if the novel markers are not early predictors of toxicity and/or are not non-invasive. Factors that contribute to the difficulty in identifying a single molecular biomarker for toxicity that is both specific and sensitive include:

- Heterogeneity of animal response to drug treatment for any number of reasons, including genetic background, ADME (absorption, distribution, metabolism and excretion), physiology or gender.
- Complexity of the mechanism of action.
- Target organ specificity.
- Species specificity.
- Variability in the magnitude and duration of the response.

The problem of specificity can be addressed by the identification of multiple transcripts that correlate to a toxicological end point and represent independent cellular pathways. Any one transcript may contribute very little to the overall phenotype but multiple transcripts responding in concert to a cellular insult provide a unique molecular fingerprint. Specificity can be increased by a deeper understanding of the underlying biology and qualifying the biomarkers in a defined context. For example, advances in automated microscopic digital enhancement of tissue samples are allowing, for the first time, the ability to conduct unsupervised quantitative image analysis [21]. Kriete et al. combined this technology with gene expression profiling in a toxicity study using carbon tetrachloride (CCl4)-treated rats [22]. The authors were able to identify transcripts correlated with cytological tissue metrics of pathology and a number of these genes are known to be associated with the mechanism of CCl4 toxicity [23,24].

Evaluating a molecular fingerprint as a preclinical biomarker necessitates determining the ‘correct’ context for its use. A single profiling experiment is a snapshot in time that is why collecting high quality data requires a detailed survey of transcriptional changes occurring over multiple doses, times, tissues and model organisms. Careful experimental design followed by appropriate data analysis may allow accurate temporal, spatial and mechanistic reconstruction of the toxicological response. The defined context may be restricted to a single species in a ‘proof-of-principle’ study targeted at screening closely related compounds, or it may be applicable to any compound resulting in a specific end point in, for example, kidney toxicity, which functions in a range of preclinical model organisms. The impediments for moving a safety biomarker into clinical trials as a surrogate end point are considerable [25]. In fact, much more so than for a marker of efficacy due to the danger of missing a potentially life-threatening toxicity or an adverse effect. Conversely, a false positive response for a safety biomarker could unnecessarily result in withdrawing the candidate from further development. Thus, the application of a toxicogenomic approach in drug discovery before preclinical evaluation could result in more drugs advancing into clinical trials. Using molecular fingerprints identified from a reference database of expression profiles for known toxicants could serve as non-clinical biomarkers in this context.

4. Application of molecular profiling in disease and toxicity biomarker development

A simple Medline literature search illustrates the growing importance of genomic sciences to the field of toxicology. The number of research and review articles on the topic has grown from the tens to the hundreds in the last 5 years (Figure 1). In fact, it was not until 1999 that the term ‘toxicogenomics’ appeared in the literature [26]. In the late 1990s, the emphasis was on the use of pharmacogenetic approaches to customise therapeutic intervention based on single nucleotide polymorphisms (SNPs). Inherent variation in ADME genes, for example, can determine drug exposure levels [27,28]. Whilst characterising these SNP exposure levels in model organisms and humans has yielded clear successes, the interest in genomic technologies has expanded to include transcriptional profiling as a means of understanding mechanisms of disease and toxicity. The degree of success in identifying novel biomarkers is dependent upon the biological question of interest. For instance, two very different goals are to stratify cancer patient populations based upon specific molecular markers from tumour tissue to predict prognostic outcome; or to classify compounds based on specific mechanisms of action for toxicity. The relative success of molecular profiling for biomarker discovery and qualification for practical use will depend upon the extent to which perturbation of the underlying biological pathways is captured in a transcriptional profile. The following section contrasts two such applications of molecular profiling in biomarker discovery, one for the prediction of long-term survival in cancer patient populations and the second for the prediction of a toxicological response to known toxicants or drugs. The purpose of this comparison is to illustrate that the relative success of generating predictive biomarkers is dependent upon the aetiology of the biological process under evaluation.

4.1 Molecular profiling and cancer

Within the field of cancer research, understanding the aetiology of a tumour is critical for elucidating disease progression and determining the prognosis of a patient. Transcriptional profiling has proven to be a powerful tool in disease staging and classification that surpasses traditional histopathological evaluation [29]. In addition to the long-term goal of understanding the genetic mechanisms underlying cancer, an
The immediate goal is to identify novel biomarkers that measure response to a drug treatment in a clinical setting [30]. In so doing, decisions can be made regarding the most appropriate course of treatment.

The success of using expression data to predict long-term patient survival was demonstrated in a non-Hodgkin’s lymphoma study [31]. Gene expression patterns were diagnostic for disease originating either from the germinal centres, a B cell-rich region of the lymph node, or from in vitro activation of peripheral B cells. Patients with profiles showing a germinal centre origin of cancer had a much higher 10-year survival rate (6 deaths out of 19 patients) than those with activated B cell profiles (16 deaths out of 21 patients). A second example comes from a recent breast cancer study using a 70-gene molecular fingerprint termed ‘prognosis-classifier genes’ to classify 295 women with either Stage I or II breast carcinomas [32,33]. This signature gene set was more successful at predicting the likelihood of tumour recurrence within 5 years than any clinical measurement. This study illustrates that improved classification of patient populations using gene expression profiling may ultimately enable more appropriate treatments, such as avoidance of unnecessary chemotherapy.

Buckhaults et al. [34] demonstrated that the expression patterns from as few as five genes can be used to discriminate between four types of adenocarcinoma (ovarian, breast, colon and pancreatic). In this study, 11 SAGE (serial analysis of gene expression) libraries representing 21,000 unique transcripts were subjected to supervised and unsupervised statistical analyses to identify a panel of five diagnostic genes. Gene expression-based probability maps correctly segregated the expression profiles correlating to the tumour of origin in 80.6% (50 out of 62) of cases. Further evaluation of these biomarkers must be completed before they are used for diagnosing metastatic carcinomas of unknown origin.

Radmacher et al. [35] point out that the level of accuracy of a predictive rule based on significantly regulated transcripts for clinical use will likely need to be more stringent than that needed to discriminate between two types of cancer. However, these studies illustrate the potentially effective use of molecular profiling towards practical applications in a clinical setting for cancer diagnosis and prognosis. It remains to be seen as to whether or not transcriptional responses will lead to new cancer targets and an improved granularity in defining the genetic aetiology of the disease.

4.2 Molecular profiling and compound classification
All of the gene expression microarray studies conducted to classify compounds are based on the premise that molecular pathways are affected in a similar way by groups of compounds with shared modes of toxicity (e.g., cholestasis) and that the manifestation of toxicity in vivo or in vitro is reproducibly measurable by transcriptional profiling. If these assumptions are correct, the field of toxicogenomics will

Figure 1. Medline search of toxicogenomic literature. Search conducted on 23 September 2003. Review articles are those associated with Toxicogenomics AND Pharmacogenetics.
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revolutionise drug development and will have a profound effect on human health. A survey of the scientific literature will provide an indication of how far the field has come towards the application of this approach for screening compounds in early development.

By using hierarchical or nearest neighbour clustering, Thomas et al. [36] failed to obtain the expected correlations between gene expression profiles and known toxicological classes (peroxisome proliferators, aryl hydrocarbon receptor [AhR] agonists, non-coplanar polychlorinated biphenyls, inflammatory agents and hypoxia-inducing agents) based on transcriptional response. Screening 12 compounds in mice with a single acute dose and profiling liver RNA using a 1200-gene array, they were, however, able to identify 12 predictive transcripts using Bayesian statistics and a ‘leave one out’ cross-validation procedure. Using this subset of transcripts, the compounds were correctly classified into the five toxicity categories. Of the 12 diagnostic transcripts, at most 4 distinguished one category from the next, and 6 out of the 12 were cytochrome P450 (CYP450) drug-metabolising enzymes. Induction of these genes after a single dose often distinguished one category from the next, and 6 out of the 12 compounds were correctly classified into the five toxicity categories. Of the 12 diagnostic transcripts, at most 4 distinguished one category from the next, and 6 out of the 12 were cytochrome P450 (CYP450) drug-metabolising enzymes. Induction of these genes after a single dose often reflects a pharmacological response rather than a toxicity response [37]. Furthermore, inclusion of any transcripts beyond the diagnostic set to the analysis split up the treatment groupings. This result indicates a lack of robustness in those groupings and the lack of strength in the data overall to correctly partition these classifiers. Furthermore, it illustrated the importance of reducing the list of responding genes to an informative set or ‘fingerprint’ in order to accurately classify toxicities. For this purpose, end point data are needed in early profiling studies to guide selection of informative genes via supervised clustering. Multiple time points postdose were collected for three of the compounds. It is of interest to note that the transcriptional level of CYP1A1 and CYP1A2 induction remained constant for nine profiles measured over a 2-week period after a single acute dose of dioxin. The authors further note that the AhR agonist classification does not change over a range of doses of dioxin from as low as 0.05 µg/kg to as high as 100 µg/kg. Determining the biological relevance of these observations seems critical since induction of these two genes alone was responsible for grouping the two AhR agonists. It was not possible to determine the statistical significance of the classifications due to the lack of replicate treatments.

Hamadeh et al. [38] tested the hypothesis that structurally unrelated compounds from the same chemical class will produce similar but distinct expression profiles that can be discriminated from profiles produced by compounds from a different chemical class. Three peroxisome proliferators, peroxisome proliferator-activated receptor (PPAR) agonists (Clofibrate, Wyeth, gemfibrozil), were compared to phenobarbital, a CYP450 enzyme-inducer. In this rat study, a single dose of each compound was used, targeting the maximum tolerated dose (MTD). Liver RNA from three animals per dose was profiled for two time points (24 h and 14 days) on an approximately 1700-gene rat microarray. Two-dimensional hierarchical clustering and principal component analysis performed on the 24-h time point grouped replicate samples together followed by compound class, with the three PPAR agonists grouping together before joining phenobarbital samples. Most gene expression changes occurring 24 h after a single acute dose of a compound primarily reflect pharmacokinetic responses, and if a toxicity signature is present, it will be seen in the on-target response and may be difficult in the absence of other toxicity endpoints. The same analysis was not run on the 2-week samples when independent signs of toxicity may have occurred (e.g., elevated alanine aminotransferase [ALT] or aspartate aminotransferase [AST]). The fact that the 24-h samples clustered based on an early liver response to a single dose is reassuring that use of the technology and experimental design are valid, but falls short of providing much insight into the ability to perform toxicological classification of expression profiles.

In an accompanying paper, Hamadeh et al. [39] compare blinded samples against a subset of 22 discriminating genes derived from the aforementioned three PPAR agonist and phenobarbital data set by linear discriminant analysis and genetic algorithm/K-nearest neighbours. The blinded samples were from rat liver collected at 24 h, 3 days and 2 weeks. Three compounds, phenytoin, hexobarbital (both in the phenobarbital family) and diethylhexylphthalate (DEHP, a peroxisome proliferator) were classified based on their expression profiles compared to the previously characterised expression profiles using the 22 discriminating gene set. These samples were correctly delineated into either peroxisome proliferators or CYP450 enzyme-inducers by pair-wise correlation analysis. The phenytoin samples could be distinguished as ‘phenobarbital-like’ or as ‘not peroxisome proliferator’ based on high- or low-dose, respectively. The one exception, a high-dose animal designated as ‘not peroxisome proliferator’, was from a 24-h sample. The 3-day DEHP (high-dose only) samples showed the highest correlation to the 24-h Clofibrate and 2-week Wyeth signatures, thus designated as ‘Clofibrate/Wyeth-like’, whilst the 2-week samples correlated best with the Wyeth signature, therefore labelled ‘Wyeth-like’. The 24-h transcriptional response for the PPAR compounds in the training set using the 22 discriminating genes showed a very high induction relative to controls, whilst the induction levels for the 2-week samples were relatively low except for gemfibrozil. The fold induction for the barbiturates was not consistent for either the 24-h or 2-week time point. An illustration of these types of response is shown in Figure 2. This temporal heterogeneity in the magnitude of the response may have contributed to a lack of within-compound class resolution. The lack of within-class resolution was revealed in the two-dimensional hierarchical clustering where the early and late time points were not discriminated among the blinded and known fibrates. Within the phenobarbital node, compounds failed to cluster based on time, dose or structure. It remains to be seen whether or not the power of a negative correlation such as the ‘not peroxisome proliferator’
A set of genes can effectively discriminate between compounds with different modes of action (e.g., CYP450 enzyme inducer versus PPAR agonist). However, this example illustrates how variation in transcriptional response for different doses or times within a compound class can prevent accurate within-class predictions.

CYP450: Cytochrome P450; PPAR: Peroxisome proliferator-activated receptor.

designation is sufficient for screening closely related compounds against a reference database. This study validates the use of a comparative analysis for expression profiles from disparate chemical classes but does not go far enough in providing a predictable designation within a chemical class when time or dose are variables. Again, it is also unclear as to which gene changes are associated with the pharmacological response versus the toxicological response.

Waring et al. [40,41] conducted complementary studies using 15 known hepatotoxins in an attempt to classify compounds based upon common mechanisms of action in cultured rat hepatocytes (in vitro) and live animals (in vivo). In the in vitro model, cells were cultured for 24 h with a single exposure level for each compound. In the in vivo study, three rats were treated with a single dose per compound for 3 days. The day 3 time point was selected in order to observe early gene changes in response to toxicity before the initiation of secondary responses such as inflammation or fibrosis that could confound biological interpretation. Specific doses were selected based on the expectation of a histopathological outcome by day 7 but not before. The three liver samples per treatment group were pooled prior to expression profiling, although some individual samples were analysed for comparison. Pooling samples provides an average expression result, eliminating animal-to-animal variability. Unsupervised two-dimensional agglomerative hierarchical clustering was performed on significantly regulated genes showing a +/- 2-fold change in at least one in vitro experiment or three in vivo experiments. The resulting clusters from each study shared a single clade (subgroup) in common, Aroclor grouping with 3-methylcolanthrene. The in vivo study used divisive and K-means clustering as well as agglomerative clustering analysis and the different clustering methods resulted in different compound groupings. An illustration of that effect is shown in Figure 3.

Furthermore, inclusion of individual animal samples from two of the compounds with the pooled samples changed the groupings of all but two subclades representing four compounds (Aroclor/3-methylcolanthrene [3MC], and allyl alcohol/CCl4). This is an indication of the lack of robustness among the shared gene sets to maintain specific branching.

**Figure 3.** Example of temporal and compound-specific transcriptional response.
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Figure 3. Example of clustering-specific topology changes. Different clustering algorithms can result in different topologies based on the same data. If subclades are not maintained under different clustering methods, the underlying data lack sufficient strength of grouping and little weight can be placed on any single topology.

relationships within the tree. An evaluation of the common gene set for the Aroclor/3M C grouping reveals that many are drug-metabolising enzymes, consistent with what is known about the interaction of these compounds with the aryl hydrocarbon nuclear receptor. Induction of CYP450 genes is an important part of the detoxification response and xenobiotic metabolism mirrors endogenous ligand-specific interactions with nuclear receptors by activating the same drug-metabolising enzymes. For this reason, it is unlikely that regulation of CYP450 genes in response to a xenobiotic or a drug could function as a predictive biomarker for a specific mechanism of toxicity. Comparison of the in vivo and in vitro results revealed an overall lack of agreement in the compound classifications, with the exception of the Aroclor/3M C subclade. From this work, there is no clear transcriptional biomarker set that could be used for both in vitro and in vivo studies, with the possible exception of genes commonly regulated between Aroclor/3M C in both models.

Another study aimed at assessing the effect of the nephrotoxin cisplatin on the kidney also used both an in vitro and in vivo model [42]. Cisplatin toxicity is specific to the kidney because of its active uptake by probenecid-inhibitable organic ion transporters in the proximal tubular epithelial cells [43,44]. The experimental design included transplatin, an inactive isomer, that is taken up in the same way as cisplatin but is not toxic at equivalent doses. In the in vivo study, two dose groups were used with two to five rats per group for each compound. Kidneys and livers were collected after 24 h or 7 days of dosing. Histological evidence of necrosis and apoptosis was found only in the kidneys from the day 7 animals treated with cisplatin. Using a 250-gene microarray, 22 transcriptional changes were observed to be statistically significant at the ≥ 2-fold change level in the 7-day kidney, compared to 3 from the 24-h samples. Many of these changes agreed with known mechanisms of toxicity from the literature. Among these, regulation of multi-drug-resistant genes and tissue remodelling transcripts may indicate a downstream adaptive response to the toxic insult and tissue regeneration. Few gene changes occurred in the liver with either compound. For the in vitro experiments, normal rat renal epithelial and hepatocyte cells were cultured with increasing concentrations of cisplatin over a 24-h period. Statistical analysis of the cultured samples was not performed as only two replicates were used per compound, but the observed gene changes were distinct from those found in the in vivo study. Furthermore, a dose response was observed in the liver cells but not in kidney cultures, and the number of gene expression changes > 2-fold equalled 33 in the liver cells versus 9 in the kidney cells. Cell shrinkage occurred in the liver
cells, whilst the kidney cultures had no apparent morphological change. These data suggest that in vitro, cisplatin has a more profound effect on liver than on kidney cells. The authors caution that in vitro models may not substitute for or be predictive of toxicity responses in vivo.

The strategy of building a comparative database of expression profiles from known toxicants is being attempted at the commercial level. This effort is described in a study from Burczynski et al. ([43] in work done with Phase I Molecular Toxicology, Inc. A transcriptional expression survey was conducted on 100 compounds in human HepG2 hepatoma cells. Initially, no replicates were run, with each compound being profiled a single time. Comparisons of expression changes over approximately 250 genes were performed using the Pearson's correlation coefficient. A pair-wise distance matrix was produced using single similarity scores representing an entire profile for each compound. Eight predesignated categories delineated the compounds based on toxic response. No significant correlations were found among compounds known to have similar toxicities or pharmacology. When replicate samples were run using the nephrotoxin cisplatin, only a small percentage of the expression changes were reproducible, however, many of these genes are known to be associated with cisplatin toxicity, including those that respond to DNA-damaging agents. A second set of genes reproducibly associated with NSAIDs was combined with the cisplatin-specific set and used to repeat the Pearson's correlation across all compounds. Further refinement of the method involved running the correlation analysis using genes:

- Common to the DNA-damaging agents.
- Common to the NSAIDs.
- Showing a difference in response between the two.

Twenty genes were identified that selectively discriminate the DNA-damaging agents from NSAIDs. This study demonstrates the importance of replicate samples for the identification of invariant genes associated with a toxicity class. In addition, selecting a subset of relevant genes in a supervised fashion also decreases the likelihood of clustering on background noise.

Each of these studies demonstrates the difficulty of generating a transcriptional profile that is truly predictive rather than diagnostic of an expected outcome. Noise inherent in the system coming from animal-to-animal variability, primary versus secondary transcriptional response and adaptive responses unrelated to toxicity, contribute to the lack of robustness in grouping compounds based on a shared mechanism of toxicity. Furthermore, few toxicants have a specific molecular target and unique mechanism of action that could provide a clean response detectable above background. Identifying predictive biomarkers of toxicity using transcriptional profiling will require supervised approaches with focused analyses on subsets of genes that are well-correlated to a specific toxicity or end point classifier.

### 4.3 Discerning biological mechanisms

The previous sections highlighted two different applications of transcriptional profiling. The first, predicting the long-term survival of cancer patients based on gene expression fingerprints, and the second, classification of transcriptional responses to predict mechanisms of toxicity using either cultured cells or animal studies. The degree of complexity in interpreting profiling data is dependent upon the biological question one is trying to address. Inherently, the question is whether or not the observed mRNA regulation is a direct cause of a perturbation (e.g., disease, toxicity) or a secondary response to it. It has long been understood that genetic alterations are the underlying causative agents in cancer ([46-49]). Therefore, the link to gene regulation is a direct one, either through mutations, chromosomal breakage or by epigenetic factors that alter gene expression, such as the methylation state of regulatory regions. For example, a direct cause-and-effect can be observed between the silencing of a tumour suppressor gene and the absence of its corresponding mRNA in the transcriptome. Moreover, a cascade of downstream events ensues from the loss of this gene, resulting in alterations of normal biological pathways. The sequence of these events appears to be somewhat predictable and accurately reflected in expression profiles from tumour biopsies.

In contrast, toxicants act at multiple molecular and cellular levels and the degree of damage is dependent upon a number of factors including dose, duration of treatment and ADMET, and for drugs, pharmacokinetics and pharmacodynamics. This makes prediction of a potential toxicological outcome based on transcriptional readout alone particularly challenging, especially when toxicity is driven by the therapeutic target. In fact, many of the observed transcriptional changes will be either induction of ADMET pathways in the short-term or secondary responses to the initial toxicity reflecting generalised cell death or inflammation at later time points (Figure 4). Although an array of compounds are well understood in terms of their toxicities, such as target tissue and mode of action (e.g., mitochondrial poisons), often little is understood about the underlying molecular mechanisms. However, these molecular responses are what are being monitored in microarray experiments.

Currently, it is not known how often transcriptional changes resulting from compound treatment in vivo are direct effects or downstream effects of toxicity. Furthermore, it is not clear how confounding these secondary and tertiary effects are on generating an accurate molecular fingerprint of a specific toxicity. For example, induction of cytochrome P450s mediated by the xenobiotic receptor CAR (constitutive active receptor) converts acetaminophen into a reactive quinone form that covalently binds to cellular macromolecules and causes oxidative stress via production of free radicals ([50,51]). The inactivation of the reactive quinone intermediate is dependent on the availability of reduced glutathione to which it is conjugated by glutathione S-transferase. In fact, oxidative stress is a major contributory factor in precipitating the
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In order for transcriptional fingerprints to have value as biomarkers for toxicity, the transcriptional responses must fulfill the criteria of being objectively measured and evaluated relevant and irrelevant to understanding the toxicity of a compound and keying in on the relevant similarities is the challenge. Moreover, these molecular fingerprints must outperform traditional biochemical assays or chemical biomarkers in order to be accepted as a new standard for measuring toxicity. Monitoring induction of CYP450 enzymes has been a critical component in the drug safety assessment process for decades. The hope is that the entire transcriptional response of a cell to a drug will provide unique insights into mechanisms of toxicity beyond what is already understood in terms of ADME enzymes. An essential way forward in toxicogenomics will be the development and application of predictive mathematical models. Rigorously defined classifiers applied to thoroughly evaluated samples in terms of their inclusion in a training set, will result in better predictive rules. The final section discusses advances in bioinformatics and computational approaches to microarray data analysis and the identification of transcriptional fingerprints as biomarkers.
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Figure 4. The continuum of effects elicited by a compound relative to dose and time. The ability to parse a direct or 1\textsuperscript{o} effect of a compound in terms of toxicity from 2\textsuperscript{o} or even 3\textsuperscript{o} effects is complicated by the overlap of the cellular response.
as an indicator of toxicity. Since compound-specific toxicity profiles are typically buried in a background of gene changes that are not directly related to the cause of toxicity, it is important to apply appropriate data analysis methods to identify and confirm the specific indicator fingerprints. Microarray data can be analysed in essentially two ways, using either unsupervised or supervised methods. An unsupervised approach makes no a priori assumptions nor requires expert knowledge, whilst a supervised approach places predetermined restrictions on the analysis with knowledge of between-class differences (e.g., PPAR agonists versus PPAR antagonists). Supervised methods are generally employed for class comparisons or class predictions. An unsupervised method is more commonly used for class discovery when it is not clear whether or not within-class variation reflects distinct biological entities (e.g., disparate aetiology of disease within a subpopulation of breast tumours). The goal of either method is to define those genes that are significantly differentially expressed and then look for correlations among those changes that most accurately characterise class membership. An overview of the various methods routinely applied to microarray data is presented by Butte [54].

In analysing microarray data, a common error is the use of unsupervised cluster analysis and simple fold change statistics for problems of class comparison or prediction. Whilst this can yield useful information, it is not necessarily the most valuable approach for discriminating transcriptional biomarkers. There are numerous clustering algorithms and parameters to choose from in running an unsupervised analysis. The approach that will accurately represent the data structure depends upon many variables including experimental design. Simon et al. [55] point out that significance cutoffs for genes are determined by including either all genes with relatively high intensity or all genes that have meaningful variation across samples. Only a small subset of these genes are likely to be relevant for class discovery, yet the distances used in the clustering take into account all gene changes resulting in poor class resolution. That is, average fold change indices fail to discriminate between random and significant variation among samples within the same group. A 2-fold change may be significant in one context but not in another. Strictly relying on fold change indices or visual inspection of a cluster display is not statistically rigorous. Simon et al stress the importance of cross-validation in order to obtain an unbiased estimate of the true error rate of the predictor. Through simulation analysis, the authors demonstrate how leaving out cross-validation for any step in the class prediction process (selection of informative genes, weighting informative genes and creation of a prediction rule) can result in gross miscalculation of the probability of correctly classifying a randomly selected future sample. Furthermore, when the candidate predictors greatly outnumber the cases, even complex methods do not perform well [56]. Thus, the problem with clustering experiments and/or genes based on all significantly regulated transcripts is that many of those gene changes, although statistically significant, may not be relevant to an observed end point.

Ding [57] developed an unsupervised feature selection algorithm that is based on gene similarities alone. By ordering expression data and experimental samples based on an optimal similarity criterion, adjacent genes/samples are most similar and these non-discriminant genes (i.e., genes common to both clusters) are identified and discarded from the clustering analysis. This approach can be applied in a pairwise fashion to select genes that best discriminate between subclasses of experiments. Thus the authors compared a subset of 50 genes identified using their method with a set of 50 genes selected using a supervised t-test based on information known about colon cancer cells versus normal cells. An overlap of 40 genes between these sets indicates that the unsupervised method captured comparable knowledge about the class structure as did about human expertise. This unsupervised method could be most valuable when applied to data sets where a clear outcome is not evident and expert knowledge is limited or absent.

A second method based on Rissanen's MDL (minimum description length) principle simultaneously performs gene clusters and subsets a selection of gene clusters for sample classification [58]. This algorithm generates 'active' clusters that are class predictive and 'inactive' clusters that possess cross-sample variation but do not necessarily function as good class predictors. Applying this method to a leukaemia profiling data set and to the NCI160 data, the simultaneous method generated active gene clusters that were 'cleaner' than a method that clusters and selects subsets of genes separately. The simultaneous method exhibited a more homogeneous regulation pattern within the genes from the active clusters. The centroids (the centre of the multidimensional means of individual transcripts) of the clusters and genes closest to the centroids were also shown to be well-correlated when comparing genes from the full data set to those in cross-validation sets. The authors demonstrate that model selection instability is decreased by selecting gene clusters rather than individual genes.

A different unsupervised clustering method simultaneously clusters genes and conditions revealing 'checkerboard' patterns of expression data [59]. Five different cancer microarray data sets were analysed using this procedure and results were compared to several benchmarks to assess the effectiveness of identifying pairs of piece-wise constant eigenvectors (a special set of vectors associated with a linear system of equations) of genes and conditions. That is, applying a gene expression matrix to a step-like condition classification vector will result in a step-like gene classification vector. Then it is a matter of determining whether or not the structure of the expression matrix reveals clusters of co-regulated genes and experimental conditions associated with the effects of those genes. Overall, the method performed well, effectively partitioning tumour types and patient populations and sometimes discriminating subpatient populations within a given disease class.
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authors acknowledge that removal of irrelevant genes prior to clustering may improve the discriminatory capabilities of their method.

Another approach to class prediction capitalises on the correlation between transcriptional responses to identify subsets of genes using dimension-reduction techniques [60]. These methods, termed sliced average variance estimation (SAVE) and sliced inverse regression (SIR), differ from other algorithms in that they do not require the specification of a model in order to estimate linear combinations of transcripts containing all regression information. Multiple subsets of genes with similar accuracy for class prediction were identified when applied to the problem of discriminating BRCA1 and BRCA2 breast cancer expression profiles.

The few examples highlighted here are, like most of the algorithms, developed for microarray analysis in that they focus on cancer data to validate the methods [61-63]. One computational methods study in breast cancer cell lines stimulated with oestrogen did look at time- and dose-response, taking into account order-restricted inference, and illustrated the effectiveness of the algorithm when treatments are ordered by design [64]. Rarely are these methods compared to other standardly used clustering methods or supervised methods. Furthermore, it remains to be seen how effective these approaches will be when applied to data reflecting compound-induced toxicity.

A concerted effort should be undertaken to co-develop appropriate predictive models of toxicity and coordinate experimental design based on what is learned about existing data structure. Generating a reference database of expression profiles reflecting specific toxicity classes requires within-class and between-class coverage of chemical and physiological space. Generating a predictive model that accurately and reproducibly classifies novel compounds into known toxicity groups based on such a reference database will require appropriately designed experiments as training sets as well as sufficiently large validation sets to provide statistically rigorous confidence intervals. Otherwise, rigorous cross-validation must be performed for each training set at every step, including the selection of informative genes, to avoid overfitting of the model.

6. Conclusions

In the overall process of new drug development, it is clear that the target validation and preclinical safety assessment phases hold the strongest short-term promise for critical impact of genomics; this includes the identification and application of new biomarkers. Enabling drug development by triaging compounds early based on molecular fingerprints of both efficacy and toxicity could result in a higher success rate for drugs making it through to clinical trials. In terms of building a toxicity reference database, it remains to be seen whether one experimental paradigm (e.g., two doses, two time points, three replicates) for all compounds will be sufficient to capture mechanistic transcriptional changes linked to specific toxic effects, or whether time- and dose-response relationships will have to be established individually for each compound. Furthermore, identifying a toxicity signature from a common metabolic signature among within-class members without fully understanding mechanisms will be a challenge. Toxicogenomic studies conducted to date have set the groundwork for future advances to be made, in both experimental design and improving computational methods for microarray data analysis. Strategies undertaken in this field will serve to validate the use of molecular profiling technologies towards the development of preclinical and clinical biomarkers as well as surrogate end points.

7. Expert opinion

This review has focused on the potential to identify novel biomarkers derived from genomic information as well as emerging high-throughput technologies. Being able to survey global cellular responses to perturbation using molecular profiling allows scientists to observe complex regulatory interactions in ways never before possible. The strategic approaches currently pursued in the biomedical research community hold the promise of identifying, developing and delivering more efficacious, safer drugs to patient populations at an unprecedented rate. Identifying novel biomarkers during critical drug discovery and development stages is an integral activity necessary for driving and tracking this process. Biomarkers can be effectively used at multiple stages of the drug development process and need not necessarily overlap in function. For example, during the discovery and validation phase, a molecular fingerprint could reliably detect a novel compound’s effect on a target tissue or specific mechanistic pathway and provide additional information about off-target effects. The use of microarray data for monitoring adverse effects and the use of a toxicogenomics compendium at the interface of the discovery and preclinical phases could further aid in identifying potential drug development liabilities. These early stages do not require that the biomarker be easily accessible as any tissue can be surveyed from model organisms. This is not true for clinical biomarkers. However, insights into mechanisms of efficacy or toxicity gleaned from early stage molecular studies could provide information needed to identify a novel protein in blood or a metabolite from urine to monitor patient populations.

There are a number of challenges yet to overcome in this new era before the genomics promise is realised. Problems of standardisation of platforms and protocols are currently being addressed [65]. Interpretation of observed transcriptional changes is hampered by the lack of functional annotation for many genes and the inadequate understanding of whether the transcriptional changes reflect adaptation due to feedback inhibition/activation or are directly involved in the mechanism of interest. The use of molecular fingerprints for detecting toxicity has unique issues, in that predictive class rules must be accurate and capable of detecting
adverse effects before traditional methods, such as changes in clinical chemistry and histopathology, if they are to become accepted as biomarkers. Predictive models of toxicity must take into account differences between doses, time points, species, gender, animals and classes of compounds. Failure to adequately capture these variables could result in misclassification of toxicity associated with compounds, which in turn, could translate into a significant loss of time and money. Conversely, if accurate predictive models of toxicity and the biomarkers necessary to track adverse effects can be generated, at least one promise of this new genomic age will be realised.
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