Carbon, which is often used as an additive to silicon carbide powder, is thought to facilitate densification during sintering by aiding the removal of the native SiO₂ layer, which is present on the starting SiC powder. The mechanism is the reduction of SiO₂ to SiC with the formation of primarily CO gas, which diffuses out from the porous compact at a temperature below the normal sintering temperature. It has been found beneficial to hold the compact at an intermediate temperature to allow time for the CO and other gases to diffuse out before the pores close. We investigate this process using a computational model based on codiffusion of multiple gas species, which enables prediction of the gas and condensed phase compositions as a function of time and position in the specimen. The results are used to determine the optimumholding time for complete SiO₂ removal as a function of key parameters, such as specimen thickness, particle size, temperature, etc., as well as the necessary amount of C additive. The results of the modeling are consistent with the experimentally observed spatial variation of density and composition in SiC compacts.

1. Introduction

The successful pressureless sintering of silicon carbide (SiC) was first discovered by Prochazka in 1977, but using boron and carbon as sintering additives. Rijswijk and Shanefield suggested that the presence of C increases the silicon vacancy concentration and increases the effective diffusion rate of SiC. However, it is widely believed that the addition of C aids the removal of the native surface layer of SiO₂ on the SiC particles. It is thought that one of the factors leading to high-density SiC is the complete removal of the oxide layer at temperatures much lower than typical sintering temperatures. Ness and Rafaniello showed that holding the powder compact in a vacuum for some time, at an intermediate temperature in the range of 1400–1700°C before heating to the sintering temperature, resulted in higher final density. They also observed density gradients in the sintered SiC, with higher densities near the surfaces. They suggested that the high densities were most likely due to the faster rate of removal of CO near the surfaces, which enabled the reaction between C and SiO₂ to proceed faster.

In practice, the amount of C added to the starting SiC powder is determined experimentally. The optimum amount of C is important because if the C content is low, the SiO₂ reduction will be incomplete leading to low final densities, and if the C content is too high, the resultant C inclusions will lead to deterioration of mechanical properties. The holding time at a particular temperature is also critical—not all SiO₂ will be removed with a shorter holding time, while a prolonged hold leads to grain coarsening and to a less efficient heating cycle.

This paper describes a computational model that tracks diffusion of multiple gas species and so predicts the evolution of the composition of the gas and condensed phases as a function of time and position. The results are used to examine how final composition varies with hold time and in particular, examines the needed hold time for complete removal of SiO₂.

II. The Model

(1) Gas-Phase Diffusion Modeling

We describe a computational model that is used to predict the removal rate of SiO₂ during sintering/hot-pressing of SiC. The model considers the diffusion of multiple gas species through the porous SiC compact, coupled to the creation of more gas as the reaction with the condensed species proceeds.

The so-called dusty-gas model (DGM) is used to describe the transport of multiple gas species through a porous body by treating the solid particles as massive and effectively stationary gas molecules. The particular implementation of the DGM used here is due to Mason and Malinauskas and incorporates three transport mechanisms, namely Knudsen diffusion, continuum or interdiffusion, and viscous flow. Knudsen diffusion is important when the pore sizes are small enough that the gas molecule–pore wall interactions dominate over the interactions between the gas molecules, i.e., when the mean free path is long compared with the shortest dimension of the containing pores. The interdiffusion accounts for the interaction between the multiple gas species (different species diffuse at different rates), while the diffusion due to viscous flow arises from pressure gradients in the gas mixture.

Mason and Malinauskas also integrate surface diffusion into their DGM—we ignore this mechanism, firstly because typical SiC compacts have a small specific surface area that tends to favor the other three mechanisms and secondly for the pragmatic reason that little or no information is available on the relevant parameters. In contrast, the three mechanisms that are modeled here depend entirely on gas properties that are well-known and characterized.

The DGM diffusion equation for the i_th gas species in a mixture of gases consisting of ν species is given by

$$\sum_{j=1}^{ν} \frac{p_j}{ρ_j} \left( \frac{J_i}{n_i} - \frac{J_j}{n_j} \right) + \frac{1 - \Delta \phi}{D_{iK}} \left[ \frac{J_i}{n_i} + \frac{B_i}{n_i} \nabla p \right] = -\left( \frac{\nabla p_i}{p_i} \right)$$  \hspace{1cm} (1)

where $J_i$, $n_i$, and $p_i$ are the flux, number of moles per unit volume, and partial pressure of the i_th species and $p$ is the total pressure. The gases are assumed to be ideal, so that

$$p_i = n_iRT$$  \hspace{1cm} (2)

where $R$ is the gas constant and $T$ is the absolute temperature. $D_{iK}$ is the interdiffusion coefficient between the i_th and j_th species.
and is given by\(^{10}\)

\[ D_{ij} = \frac{3}{8} \left( \frac{\pi k_B T}{2 \mu_{ij}} \right)^{1/2} \frac{1}{n N_A \pi \sigma_{ij}^2} \]  

(3)

Here \(k_B\) is the Boltzmann constant, \(N_A\) is Avogadro’s number, \(n\) is total number of moles per unit volume,

\[ \mu_{ij} = \frac{m_i m_j}{m_i + m_j} \]  

(4)

is the reduced mass of the \(ij\) molecule pair and

\[ \sigma_{ij} = (\sigma_i + \sigma_j)/2 \]  

(5)

is the average of the hard sphere diameters of the \(ij\) molecule pair. This expression for \(D_{ij}\) is the first order approximation described by Mason and Malinauskas\(^{10}\); it ignores the dependence of \(D_{ij}\) on \(\sigma_{ij}\) and \(T\), both of which are small effects. \(D_{ik}\) is the Knudsen diffusion coefficient given by

\[ D_{ik} = \frac{4}{3} \left( \frac{8 k_B T}{\pi m_i} \right)^{1/2} k_0 \]  

(6)

where the value of \(k_0\) depends only on the pore geometry and the gas-surface scattering law. \(k_0\) has been defined for simple geometries; in this work

\[ k_0 = r/2 \]  

(7)

is used, which is appropriate for a long, straight, circular tube of radius \(r\) with diffuse scattering.

The rate of both interdiffusion and Knudsen diffusion is controlled by the pore structure (open porosity assumed in this work) and thus porosity (\(\varepsilon\)) and tortuosity (\(\psi\)) of a given porous medium. An effective diffusion coefficient can be calculated based on a ideal diffusion coefficient that is attenuated by a porosity/tortuosity factor of the form \(\varepsilon/\psi\).\(^{10}\) Specifically

\[ D_{ij,eff} = \left( \frac{\varepsilon}{\psi} \right) D_{ij} \text{ and } D_{ik,eff} = \left( \frac{\varepsilon}{\psi} \right) D_{ik} \]  

(8)

\(B_0\) in Eq. (1) also depends on the pore geometry and is given by

\[ B_0 = \left( \frac{\varepsilon}{\psi} \right) \frac{r^2}{8} \]  

(9)

for pores that are straight, circular tubes of radius \(r\).\(^{10}\)

Hirschfelder et al.\(^{11}\) describe a detailed model for the viscosity of a gas mixture. In the present work, it is found that the pressure of CO is about two orders of magnitude higher than any other species in the temperature range of interest. CO therefore dominates and so, to a good approximation, the viscosity of the mixture is taken as the same as the viscosity of pure CO. Hirschfelder and colleagues give the following relationship for the viscosity of an ideal gas:

\[ \eta = \frac{5}{16 \pi \sigma^2 \Omega^{2.25}} \left( \frac{\pi M k_B T}{N_A} \right)^{1/2} \]  

(10)

where \(M\) is the molecular weight and \(\sigma\) is the hard sphere radius; \(\Omega^{2.25}\) corrects for the dependence of \(\sigma\) on temperature and Hirschfelder and colleagues give expressions and tabulated values from which \(\Omega^{2.25}\) is determined. In our case its value is close to unity.

(2) Solution of the DGM Equation

Equation (1) is solved using a finite difference algorithm. In this work, we restrict the discussion to a one-dimensional problem, i.e. the body is assumed to be an infinite flat plate. The body is broken up into a number of discrete nodes (typically 101) but using more or fewer nodes has a negligible impact on the results. The pressure gradient between adjacent nodes is approximated by the finite difference equation

\[ \nabla p = \frac{dp}{dx} \approx \frac{p_{k+1} - p_k}{\delta x} \]  

(11)

where \(p_k\) and \(p_{k+1}\) are the pressures at nodes \(k\) and \(k+1\), and \(\delta x\) is the distance between the nodes. In addition to spatial discretization, the problem is solved by taking small time steps of size \(\delta t\). The fluxes of the various gas species are strongly coupled in Eq. (1). To effectively uncouple them and simplify the calculations, the flux of the \(j\)th species at any time, \(J_j\), in Eq. (1), is calculated from the fluxes of all the other species (\(J_j\) for \(j \neq i\)) calculated in the previous time step. Because the time steps are small, the change in flux between each step is negligible, so this approximation does not introduce significant error, but does considerably increase computational efficiency. This assumption is verified by the observation that the results are insensitive to large changes in the size of the time steps.

Figure 1 shows several gas species in equilibrium with the starting composition of SiC, C, and SiO\(_2\) as a function of temperature. Many species have an extremely small partial pressure in the temperature range of interest (~1200–2500 K) thus having a negligible impact on the rate of mass transfer in the gas phase, and so can be safely ignored in the modeling.

The model considers the diffusion of four gas species through the specimen pores. These include CO, the most abundant gas; SiO, the most abundant gas containing Si (SiO is thought to control the rate of interparticle neck growth);\(^{12}\) and CO\(_2\). O\(_2\) is also considered, even though other species are more abundant, firstly, because it is a convenient vehicle for the calculations, and secondly, it is a direct measure of oxygen activity.

The calculations require a few species-specific constants. Equation (2) requires a molecular hard sphere diameter for each species and Eq. (10) requires a collision diameter for CO. Table 1 lists the values used in this work and their sources.

The equilibrium partial pressures of the gas species present in the specimen pores can be determined if both the temperature
and the nature of the condensed species are known. Several thermodynamic systems can be identified depending on which solid species are present. The three most important here are: Regime 1, where SiC, C, and SiO₂ are all present. In Regime 2, SiC and C are present, which occurs after the SiO₂ is depleted. If insufficient carbon is present, it can become depleted instead of being present for complete SiO₂ removal, so that only the first two regimes are considered here.

(3) Thermodynamics

The computational model calculates the equilibrium conditions at each node using the regime operative at that node at that time. A more general algorithm for determining the position of equilibrium, which does not make assumptions about the regime, could be used for determining the equilibrium gas pressures, but it would be significantly less computationally efficient. Treating the small number of regimes individually does add some complexity to the computer program, but results in much faster execution than a general free energy minimization approach.

(A) Regime 1: In Regime 1, the determination of equilibrium gas partial pressures can be performed simply and directly because there are three condensed phases and three atomic species. As a result, any gas species can be expressed in terms of the condensed species alone

\[ \text{CO} = 0.5\text{SiO}_2 + 1.5\text{C} - 0.5\text{SiC} \]  
\[ \text{SiO} = 0.5\text{SiO}_2 - 0.5\text{C} + 0.5\text{SiC} \]  
\[ \text{CO}_2 = \text{SiO}_2 + 2\text{C} - \text{SiC} \]  
\[ \text{O}_2 = \text{SiO}_2 + \text{C} - \text{SiC} \]

The standard free energy change for each of the above reactions is determined by summing the free energies of the individual species. For example, for CO, Eq. (12) gives

\[ \Delta G_{\text{CO}} = 0.5G_{\text{SiO}_2} + 1.5G_{\text{C}} - 0.5G_{\text{SiC}} - G_{\text{CO}} \]  

The free energy of the \( i \)th species is given by

\[ G_i = G_i^e - H_i^{\text{SER},T} \]

where \( G_i^e \) and \( H_i^{\text{SER},T} \) are the standard free energy and standard enthalpic reference, i.e. the enthalpy of the constituent elements of species \( i \) at 298 K. Values of \( G_i^e - H_i^{\text{SER}} \) for the various species have been calculated from the semiempirical equation

\[ G_i^e - H_i^{\text{SER}} = c_1 + c_2 T + c_3 T \ln T + c_4 T^2 + c_5 \frac{1}{T} + c_6 T^3 + c_7 T^{1/2} \]

where \( c_i \) (\( i = 1 \ldots 8 \)) have been obtained from the TAPP program\(^{15} \) that derives these coefficients from data in the JANAF tables.\(^{16,17} \) The results compare favorably with the more recent NIST thermodynamic data.\(^{18} \)

The equilibrium constant can be calculated and expressed in terms of the activities. For CO

\[ K_{\text{CO}} = \exp \left( \frac{-\Delta G_{\text{CO}}}{RT} \right) = \frac{a_{\text{CO}}^{0.5} a_{\text{SiC}}^{0.5} a_{\text{SiO}_2}^{0.5}}{p_{\text{CO}}} \]

Here the partial pressure of CO is a surrogate for its activity and so has units of atmospheres (1 atm being the standard state for the thermodynamic data). Because we are assuming all condensed species are at or near to their standard state, their activities are unity. This gives \( p_{\text{CO}} \) directly

\[ p_{\text{CO}} = \exp \left( \frac{-\Delta G_{\text{CO}}}{RT} \right) \]  

The partial pressures of the other gas species are calculated in an analogous fashion.

(B) Regime 2: In Regime 2, the calculation of equilibrium gas partial pressures cannot be performed explicitly because oxygen is absent from the condensed phases. As a result, the various gas species cannot be expressed in terms of the condensed species alone. However, they can be expressed in terms of the condensed species and any oxygen containing gas; \( \text{O}_2 \) has been used for this case

\[ \text{CO} = 0.5\text{O}_2 + \text{C} \quad p_{\text{CO}} = p_{\text{O}_2} K_{\text{CO}}^{-1} \]
\[ \text{SiO} = 0.5\text{O}_2 + \text{SiC} - \text{C} \quad p_{\text{SiO}} = p_{\text{O}_2} K_{\text{SiO}}^{-1} \]
\[ \text{CO}_2 = \text{O}_2 + \text{C} \quad p_{\text{CO}_2} = p_{\text{O}_2} K_{\text{CO}_2}^{-1} \]

The additional constraint needed to solve these simultaneous equations is mass balance; namely that the quantity of each atomic species does not change as the system moves to equilibrium. For this regime, it is sufficient to only consider oxygen. The total number of moles of oxygen atoms (i.e. g-atoms of oxygen) is given by

\[ n_{\text{O}} = A(p_{\text{CO}} + p_{\text{SiO}} + 2p_{\text{CO}_2} + 2p_{\text{O}_2}) \]

where \( A \) is a factor that converts from gas partial pressure (in atmospheres) to number of moles, taking into account the properties of an ideal gas, the volume associated with the node under consideration, and the porosity. Substituting in terms of \( p_{\text{O}_2} \) from Eqs. (21) to (23), gives

\[ n_{\text{O}} = A(p_{\text{CO}}^{1/2} K_{\text{CO}}^{-1} + p_{\text{SiO}}^{1/2} K_{\text{SiO}}^{-1} + 2p_{\text{CO}_2} K_{\text{CO}_2}^{-1} + 2p_{\text{O}_2}) \]

Noting that \( n_{\text{O}} \) is a known constant, because it is the total amount of oxygen at the node at the start of the equilibration step, Eq. (25) is a quadratic in \( p_{\text{O}_2}^{1/2} \), which can be readily solved using standard methods.

(4) Diffusion and Reequilibration

The calculation of diffusion and reequilibration at each time step and at each node involves three stages. Firstly, diffusion of the gases in, or out of each node is quantified. This changes the partial pressures, but it would be significantly less computationally efficient. Secondly, the position of equilibrium kinetics were rate determining, the experimentally observed
density gradients would not be seen. If reaction kinetics were important, and if rate constants were available, the third step would involve moving the system back toward equilibrium by an amount proportional to how far it is away from equilibrium. For sufficiently thick green bodies, the gas flow kinetics must be rate controlling and the assumption of fast reaction kinetics and hence the assumption of local equilibrium is justified. Because density gradients are observed in bodies on the order of 1 cm in thickness, this suggests that “sufficiently thick” is around 1 cm or perhaps even less.

In more detail, the following calculations are made for any given gas species. The partial pressure of the species under consideration at the start of a time step and at node k is given by $p_k$ and is the equilibrium partial pressure returned at the end of the previous time step. The DGM is used to calculate the change in the number of moles of the gas caused by diffusion. From this, the partial pressure at the end of the diffusion step, $p_k^{diff}$, is calculated using

$$p_k^{diff} = p_k - RT \frac{\delta t}{\delta x} \left( \frac{J_{k+1} - J_k}{\varepsilon_k} \right)$$

(26)

where $J_k$ is the flux between the nodes $k-1$ and $k$, and $\varepsilon_k$ is the porosity at node k.

After recalculation of the equilibrium partial pressure $p_k^{eq}$, (which need not be the same as $p_k$ because the temperature during the previous time step might be different) the system is returned to equilibrium because we are modeling the case where each node remains in local equilibrium because the gas diffusion is rate limiting. The gas pressure is therefore adjusted from $p_k^{diff}$ to $p_k^{eq}$, which involves adding or subtracting matter from the condensed phases.

The change in the quantity of each condensed species is calculated using the reactions given in Eqs. (12)–(15). For example, in Regime 1, the change in the number of moles of each solid is given by

$$\delta n_{SiC} = -1.5\delta n_{CO} + 0.5\delta n_{SiO_2} - 2\delta n_{CO_2} - \delta n_{O_2}$$

(27)

$$\delta n_{SiO_2} = 0.5\delta n_{CO} - 0.5\delta n_{SiO} + \delta n_{CO_2} + \delta n_{O_2}$$

(28)

$$\delta n_{SiO} = -0.5\delta n_{CO} - 0.5\delta n_{SiO_2} - \delta n_{CO_2} + \delta n_{O_2}$$

(29)

The coefficients in each equation are the stoichiometric coefficients for the corresponding solid in Eqs. (12)–(15) with the sign changed to recognize that if the stoichiometric coefficient is positive, that amount of solid decreases when the amount of gas increases. Similar results can be obtained for Regime 2 using Eqs. (21)–(23)

$$\delta n_{SiC} = -\delta n_{CO} + \delta n_{SiO_2} - \delta n_{CO_2}$$

(30)

$$\delta n_{SiO_2} = -\delta n_{SiO}$$

(31)

At the end of each time step, it is possible that the conditions at any given node have caused a change in regime. For example, for a node initially in Regime 1, the SiO$_2$ may become depleted and the number of moles of SiO$_2$ will be negative after adjustment of the quantities described above, when the system is moved back to equilibrium. Because the time step is small, the negative quantities are extremely small and do not affect the accuracy of the model. However, at the start of the next time step, the zero or negative quantity of SiO$_2$ means that the node has changed to Regime 2 and calculation methods are adjusted accordingly.

Another possibility is that a previously absent solid phase could be deposited during the time step. In this study, it would correspond to deposition of SiO$_2$ at a node that is currently in Regime 2, so that it reverses to Regime 1. While this does not occur in any of the cases described here, it can be important under other conditions, such as when the starting composition is not uniform and includes regions deficient in C. The effect of nonuniform composition will be described in a later paper. However, even though no regime reversal occurs in this work, the program code to detect this situation has been used. It involves detecting when the chemical activity of any absent solid phase exceeds unity—in this case the system would lower its free energy by forming that absent phase so changing the regime.

### III. The “Reference” Conditions

While we have studied the effect of changing a variety of parameters on the behavior of the system, a single set of parameters has been used to provide a “reference” case. They are shown in Table II and are in the range typical of values encountered when sintering SiC parts.

The model describes multispecies gas transport through narrow channels connecting pores. As described previously, these channels can be likened to narrow cylindrical tubes. The Knudsen number ($K_n$) is the ratio of the mean free path of the gas molecules ($\lambda$) and the smallest physical dimension of the gas path (the pore diameter, $2r_{core} = 32$ nm, in the standard case). Its value determines the predominant type of diffusion. Because CO is the dominant gas species

$$\lambda_{CO} = \frac{k_B T}{\sqrt{2\pi m \sigma_{CO}^2}}$$

(32)

A CO pressure of 0.28 atm and standard conditions described by parameters tabulated in Tables I and II results in a mean free path of 1.23 μm. Therefore, for CO, the $K_n$ is 39.3; showing that free molecular transport is dominant.

Figures 2 and 3 show how the partial pressures of the CO varies in both time and position for a large flat plate under the reference conditions given in Table II. The surrounding environment is assumed to be a vacuum, which optimizes the rate of CO removal. Initially, all gases are at the equilibrium partial pressure for an isothermal temperature of 1640 K. There is no driving force for diffusion except at the surface. As time progresses, the gasses diffuse out from beneath the surface, gradually exhausting the SiO$_2$. A reaction front therefore propagates into the body corresponding to the front, where the system is changing from Regime 1 to Regime 2. Because the interior of the specimen is in Regime 1, the partial pressures do not change with time, so there is negligible driving force for diffusion until the reaction front arrives, explaining the flat-topped pressure profiles. Because CO is the dominant gas species, it controls diffusion kinetics. Even though the DGM is non-Fickian, in that the effective diffusion coefficient for each species is not independent of the pressure, it is roughly so. Also, the volume of CO evolved from each node is much larger than the volume of the pores at the node. Therefore, the reaction front moves slowly and approximately quasi-static conditions for the diffusion are established. Therefore, the pressure profile for CO while in Regime 2 is approximately that for quasi-static Fickian diffusion in one dimension, namely the pressure decreases linearly from the equilibrium pressure at the reaction front to zero at the surface. The partial pressures of the other gas species are primarily controlled by CO, due to its abundance. Therefore, their pressure profiles are controlled by the constraint of equilibrium rather than by the rate of diffusion. The equilibrium between these and CO can be examined using the following reactions, noting that

<table>
<thead>
<tr>
<th>Specimen thickness ($l$)</th>
<th>10 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pore radius ($r$)</td>
<td>16 nm</td>
</tr>
<tr>
<td>Porosity ($\varepsilon$)</td>
<td>0.4</td>
</tr>
<tr>
<td>Tortuosity ($\phi$)</td>
<td>5</td>
</tr>
<tr>
<td>Mole fraction of carbon ($X_{C}$)</td>
<td>3.3%</td>
</tr>
<tr>
<td>Mole fraction of SiO$<em>2$ ($X</em>{SiO_2}$)</td>
<td>1%</td>
</tr>
<tr>
<td>Temperature ($T$)</td>
<td>1640 K</td>
</tr>
<tr>
<td>External environment</td>
<td>Vacuum</td>
</tr>
</tbody>
</table>
only SiC and C are present in the solid phase in Regime 2:

\[
\begin{align*}
\text{SiO} &= \text{CO} - \text{SiC} \Rightarrow p_{\text{SiO}} \sim p_{\text{CO}} \\
\text{CO}_2 &= 2\text{CO} - \text{C} \Rightarrow p_{\text{CO}_2} \sim p_{\text{CO}}^2 \\
\text{O}_2 &= 2\text{CO} - 2\text{C} \Rightarrow p_{\text{O}_2} \sim p_{\text{CO}}^2
\end{align*}
\] (33)

This explains why, for a linear CO profile, the SiO profile is also linear while the \(O_2\) and \(CO_2\) profiles are parabolic (Fig. 3). Figure 4 shows how the concentration of C and SiO\(_2\) vary in position across the specimen thickness at various times, including the time for complete removal of SiO\(_2\).

Fig. 2. Partial pressure of CO (a) as a function of position at several times and (b) as a function of time at several positions beneath the specimen surface.

Fig. 3. Partial pressure profiles of (a) SiO, (b) CO\(_2\), and (c) O\(_2\) as a function of position across the sample thickness at various times.
It can be seen that SiO₂ is exhausted first at the nodes at the surface and last at the center node. An abrupt interface is seen separating the nodes where SiO₂ is exhausted, from the nodes where SiO₂ is unaffected. The interface, which represents the reaction front, is a single node, which is in Regime 1 and where the quantity of SiO₂ is decreasing with time. Nodes further in the interior are in Regime 1 and have the starting composition, while nodes nearer the surface are in Regime 2 and are exhausted of SiO₂.

The movement of the reaction front from the surface of the sample to the center is clearly shown. When the reaction front reaches the center, SiO₂ is completely exhausted at all the nodes and this corresponds to the time for complete SiO₂ removal, or \( t_C \). For the “standard” case, \( t_C = 3060 \) s (Table II). The behavior of the C concentration is the same except that there is some residual carbon, because a small excess is included in the starting composition to ensure complete removal of SiO₂. This will be discussed in more detail later, but approximately 3 moles of C are needed to remove each mole of SiO₂.

IV. Results and Discussion

The model has been used to investigate the effect of the various parameters on the time needed for complete SiO₂ removal. These studies involve holding all parameters the same as in the “standard” case defined in Table II except for the parameter of interest.

(1) Porosity

The effect of porosity \( \varepsilon \) on the holding time needed for complete SiO₂ removal is shown in Fig. 5(a), using “standard” parameter values except that porosity is varied. It should again be mentioned that an open porosity is assumed in this work.

As expected, the holding time is found to increase with decreasing sample porosity. Clearly, one reason for this is that a lower porosity impedes diffusion. A second reason is that samples of higher density but fixed composition contain more SiO₂; therefore, more CO must be removed to completely deplete the SiO₂. The amount of CO to be removed is proportional to the amount of SiO₂ which itself is proportional to \( (1 - \varepsilon) / \varepsilon \). Equation (8) shows that the diffusion coefficients are proportional to \( \varepsilon \), so that the time for complete removal is expected to be proportional to \( \varepsilon^{-1} \). Combining these two effects suggests that the time for complete removal should depend linearly on \( (1 - \varepsilon) / \varepsilon \). Figure 5(b) verifies this relationship.

It is noted that the pore size is held constant for these calculations, meaning that changing the porosity is changing the number of pores, but not their size. For a particular starting powder, this will not be the case—the number of pores will be
(2) Pore Size
Figure 6 shows the effect of pore size (radius) $r$ on the holding time required for SiO$_2$ removal at 1640 K. The pore radius is incorporated in the DGM in two places, in $K_0$ and $B_0$, which have linear and quadratic dependencies, respectively (Eq. (9)). The inverse linear relationship between pore radius and holding time demonstrated in Fig. 6(b) shows that diffusion is dependent on the pore radius primarily via $K_0$ (Eq. (7)) and the term $B_0$ in Eq. (6) is comparatively small.

(3) Coupling between Particle Size, Porosity, and Pore Size
For a powder with a given particle size, the pore geometry will change as the density (porosity) is changed due to pressing, or sintering. The DGM models the porosity as cylinders of radius $r$. In a real microstructure there will be large pores connected by narrow channels—it is these channels that the DGM considers. The overall porosity will be primarily dependent on the size and number of the large pores, while the gas diffusion will be dominated by the narrow channels. Therefore, the relationship between porosity and $r$ will be complex and probably not predictable a priori. Similarly, the relationship between particle size and $r$ will be complex. For any given system, the relationship between porosity, $\varepsilon$, and effective cylindrical pore radius, $r$, would need to be determined experimentally.

(4) Tortuosity
The tortuosity, $q$, of a porous body is defined as the distance between two points following a path through pores divided by the straight-line distance between the same points. It has a minimum value of one for straight cylindrically shaped pores. The pore tortuosity describes the pore structure because greater tortuosity reflects a more complex pore network. Figure 7 shows the holding time as a function of pore tortuosity. As expected, the holding time increases with tortuosity, and the linear relationship observed arises simply because of the inverse relationship between the diffusion coefficients and $q$ shown in Eq. (8). Because the porosity $\varepsilon$ only appears in the DGM in ratio to $q$, it might be thought that ($\varepsilon/q$) could be treated as a single compound variable. However, as discussed above, the overall dependence on porosity is more complex, hence the need to consider $q$ separately.

(5) Effect of Sample Thickness
Figure 8 shows the holding time required at 1640 K for the complete removal of SiO$_2$ from specimens having various thicknesses, $l$. It can be seen that the holding time increases linearly with square of the thickness, $l^2$, as would be expected from simple diffusion theory. Thicker specimens contain more SiO$_2$ to be removed as CO gas plus the diffusion path is longer, making the holding time a relatively sensitive function of the thickness.

(6) Effect of Initial SiO$_2$ Content
It is known that the presence of SiO$_2$ in a SiC sample is detrimental to the densification process. The main reason is the occurrence of nondensifying mechanisms, which become significant when SiO$_2$ is present.$^{2,3,7}$ Modeling the influence of these mechanisms on density will be discussed in a subsequent paper. The results presented here show that the depletion of SiO$_2$ begins near the surface and ends at the center. Hence, in the absence of proper hold times, the interior region of a SiC sample is more likely to contain SiO$_2$ than the region near the surface. It is therefore suggested that density gradients could arise due to nonuniform removal of SiO$_2$, with regions near the surface exhibiting higher densities. Ness and Rafaniello$^7$ observed the appearance of density gradients in SiC samples during their work and one of the reasons attributed to this behavior was the more rapid removal of CO near the surface leading to faster reaction of C+SiO$_2$ and hence removal of SiO$_2$ first near the surface.
Clearly, it is advantageous to remove SiO$_2$ before sintering. The holding time for SiO$_2$ removal from SiC depends on the starting SiO$_2$ content. In this work, the amount of carbon was adjusted in proportion to the amount of SiO$_2$ with a starting C/SiO$_2$ ratio of 3.3, which is enough to ensure complete SiO$_2$ removal throughout the body. Figure 9 shows the holding time as a function of the mole fraction of SiO$_2$ in the powder at 1640 K. Not surprisingly, the holding time increases linearly with the SiO$_2$ content.

(7) Effect of Initial C Content
The primary reaction between C and SiO$_2$ (rearranging Eq. (12)) is

\[
\text{SiO}_2 + 3\text{C} = \text{SiC} + 2\text{CO} \quad \text{(34)}
\]

showing that approximately three moles of C are required to remove each mole of SiO$_2$. Other reactions are also occurring simultaneously in the system and other gas species such as SiO, CO$_2$, and O$_2$, are transporting small quantities of oxygen out of the system. However, under standard conditions, Eq. (13) supplies enough C, so the necessary C/SiO$_2$ ratio is slightly less than three for the standard case defined in Table II.

This is evident from the profile of the number of moles of C remaining as a function of position at different times during the hold (under standard conditions, Table II), as shown in Fig. 4(b). Figure 10(a) is the residual C profile as a function of position; it shows a small position-dependent quantity of C remaining at the end of the hold, due to the excess C added. Figure 10(b) shows the change in C/SiO$_2$ ratio after depletion, further demonstrating that the required amount of C is different near the specimen surface and the interior. More C is consumed near the surface than at the interior. The amount of needed C differs from the coefficient of 3 in Eq. (34) because of the small effect of SiO diffusion. Slightly more C is needed at the surface because the SiO diffusing out from the interior reacts with the remaining carbon near the surface. The region of excess C describes a possible C distribution profile necessary for reducing the final C content in a sintering specimen.

The C/SiO$_2$ ratio is determined for a uniform starting composition. In practice, any variability in composition will mean even more carbon needs to be added, so there is enough locally for complete SiO$_2$ removal throughout the specimen. Local composition fluctuations below some length scale might be smoothed out by gas-phase transport and this is a topic we are currently investigating.

(8) Temperature
Figure 11(a) shows the variation of time for complete SiO$_2$ removal as a function of temperature. As expected, $t_c$ is sensitive to the temperature and is shorter at higher temperatures. The behavior is approximately linear on a semi-log plot as shown in Fig. 11(b). An Arrhenius plot ($\ln t_c$ vs. $1/T$) is also roughly linear, but the exponential dependence in Fig. 11(b) gives a better approximation to model predictions. The DGM contains temperature as $T^{1/2}$ through both $D$ and $\eta$ in Eqs. (8) and (10) respectively, and also though the equilibrium gas pressures which have an approximately Arrhenius temperature dependence via the equilibrium constants (which arises from the approximately linear temperature dependence of free energy).

The hold time can be reduced by using a higher hold temperature. If the hold time were the only consideration, the issue of SiO$_2$ would be quite trivial. However, as will be discussed in section III(10), increasing the temperature increases the pressure of SiO, which enhances interparticle neck growth and so impedes later densification. The hold temperature should be chosen judiciously in order to minimize neck growth while still maintaining reasonably short hold times. While this issue is not examined in detail here, it will be the subject of a future publication.

(9) Semi Empirical Equation for the Holding Time
The dependence of holding time on an individual parameter such as sample thickness, pore size, porosity etc. is described

![Fig. 8. Holding time required for the removal of SiO$_2$, as a function of (a) specimen thickness and (b) the square of the specimen thickness.](image)

![Fig. 9. Holding time as a function of initial SiO$_2$ content in SiC powder.](image)
earlier. In all cases, the dependence of \( t_c \) on each parameter could be put in a linearized form if a suitable function of the parameter were chosen. For example, for the dependence on porosity, \( t_c \) is proportional to \((1 - \varepsilon)/\varepsilon\). For convenience the linearized form of \( t_c \) has been expressed centered on its value under the standard conditions given in Table III, \( t_0 \). Again using the example of porosity, this results in an equation of the form

\[
(1 + b_1 \Delta[1 - \varepsilon]/\varepsilon]) \cdot (1 + b_1 \Delta[\varepsilon]) 
+ (1 + b_1 \Delta[\varepsilon]) \exp(-b_1 \Delta[T])
\]

\( (35) \)

To determine whether this equation predicts results similar to those acquired by actually running the model when multiple parameters are adjusted, each parameter has been changed so that \( t_c \) is halved, i.e. \( t_c = 0.5t_0 \). Table IV shows the adjusted values. The amount by which each parameter is varied gives an idea of how sensitive \( t_c \) is to that parameter. The model has been run for the case where all parameters are simultaneously adjusted by the amounts shown in Table IV. Under these circumstances, Eq. (35) predicts that \( t_c \) would be reduced to \( t_0/64 = 46.8 \) s; the model gives a value of 48 s. This shows that the coupling between the individual parameters is weak, so that Eq. (35) makes good predictions of \( t_c \) even when the parameters are changed by a large amount. Equation (35) can therefore be used to provide guidance for the needed holding time, even for conditions where the parameters deviate significantly from the values in Table II, thus obviating the need to run the computer model for every set of experimental parameters.

**10. Influence of Gas Pressure on Densification**

Necking is a significant mechanism that acts to decrease final density. Three mechanisms that drive necking include vapor transport diffusion, surface diffusion and lattice diffusion. While all three mechanisms are temperature driven, vapor transport is also governed by the pressure of \( p_{SiO} \) over time. Figure 12 shows the integrated SiO pressure over time, as a function of position. It is highest at the specimen center, implying greater necking and explaining observed density gradients. If the only concern were minimizing the hold time for complete SiO2 removal, then the temperature...
Table III. Linearized Equations Relating Time for Complete SiO\textsubscript{2} Removal, $t_c$, to Each Parameter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Expression for $t_c$</th>
<th>$b_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity ($\varepsilon$)</td>
<td>$t_0(1+b_1\Delta(1-\varepsilon)/\varepsilon)$</td>
<td>0.668</td>
</tr>
<tr>
<td>Pore radius ($r$)</td>
<td>$t_0(1+b_1\Delta(1/r^2))$</td>
<td>15.0 nm</td>
</tr>
<tr>
<td>Tortuosity ($q$)</td>
<td>$t_0(1+b_1\Delta q)$</td>
<td>0.195</td>
</tr>
<tr>
<td>Specimen thickness ($l$)</td>
<td>$t_0(1+b_1\Delta l^2)$</td>
<td>0.01 mm$^{-2}$</td>
</tr>
<tr>
<td>Mole fraction ($X$)</td>
<td>$t_0(1 + b_{X_{SiO}} \Delta [X_{SiO2}])$</td>
<td>1.071</td>
</tr>
<tr>
<td>Temperature ($T$)</td>
<td>$t_0 \exp(-b_1\Delta T)$</td>
<td>0.013 K$^{-1}$</td>
</tr>
</tbody>
</table>

$t_c$ takes a value of $t_0 = 0.85$ h for the standard conditions listed in Table II.

Table IV. Semiempirical Equation Sensitivity Test

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference value</th>
<th>$0.8t_0$</th>
<th>$0.5t_0$</th>
<th>$0.25t_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specimen thickness ($l$)</td>
<td>10</td>
<td>8.94</td>
<td>7.07</td>
<td>5</td>
</tr>
<tr>
<td>Pore radius ($r$)</td>
<td>16</td>
<td>20.3</td>
<td>34</td>
<td>80</td>
</tr>
<tr>
<td>Porosity ($\varepsilon$)</td>
<td>0.4</td>
<td>0.454</td>
<td>0.571</td>
<td>0.726</td>
</tr>
<tr>
<td>Tortuosity ($q$)</td>
<td>5</td>
<td>3.97</td>
<td>2.44</td>
<td>1.15</td>
</tr>
<tr>
<td>Mole fraction of SiO\textsubscript{2} ($X_{SiO}$) (%)</td>
<td>1</td>
<td>0.813</td>
<td>0.533</td>
<td>0.299</td>
</tr>
<tr>
<td>Temperature ($T$) (K)</td>
<td>1640</td>
<td>1657.2</td>
<td>1693.3</td>
<td>1746.6</td>
</tr>
<tr>
<td>Actual $t_c$ (s)</td>
<td>3060</td>
<td>801.9</td>
<td>47.8</td>
<td>0.189</td>
</tr>
<tr>
<td>Calculated $t_c$ (s)</td>
<td>3060</td>
<td>802.2</td>
<td>46.8</td>
<td>0.747</td>
</tr>
</tbody>
</table>

could be maximized. However, this increases the SiO partial pressure so that the neck growth is enhanced, even though the time for that neck growth is decreased. Therefore choice of the hold temperature is a balance between reducing the hold time without unduly increasing the neck growth. This phenomenon will be examined in more detail in a subsequent paper.

V. Conclusions

A computational model describing the kinetics of multi species gas diffusion during the initial stages of sintering of SiC has been developed, assuming reaction kinetics are fast, so that locally, thermodynamic equilibrium is maintained (this assumption is justified since density gradients are observed in bodies of size $\sim 1$ cm which would not be the case were reaction kinetics rate controlling). The so-called DGM is used to describe the diffusion and is valid for pore sizes significantly larger than the size of the gas molecules, which is the case for typical SiC green bodies. The model enables prediction of the needed intermediate holding time for complete removal of SiO\textsubscript{2} by gas-phase diffusion. The dependence of this holding time on various parameters, such as temperature, etc., has been studied. The model can be used to help determine an efficient heating cycle for the fabrication of dense SiC components.

The quantities of solid and gas species were monitored as a function of time and position across the sample thickness. It was found that a reaction front travels from the surface of the sample toward the center with SiO\textsubscript{2} exhaustion taking place at the reaction front. The time required for complete removal of SiO\textsubscript{2} therefore corresponds to the time taken for the reaction front to reach the center of the specimen. A semiempirical equation has been developed to describe how the holding time varies with all the influencing parameters. This equation was found to represent the model well even when several parameters are varied simultaneously.

The model confirms that the kinetics of SiO\textsubscript{2} removal is controlled by the rate of diffusion of CO, because all other gas species are at significantly lower pressure as was suggested by Ness and Rafaniello.\textsuperscript{7} The results are qualitatively consistent with published experimental results showing gradients in properties from the surface to the interior. There are very few data in the literature that can be used to validate the model in more detail. However, because the model is based on well-known gas kinetic theory, its predictions will be qualitatively correct. Therefore the model does provide useful guidance for how the heating cycle can be optimized while minimizing the amount of experimentation needed.

A model of this sophistication forms the basis for much work that is currently in process and to be published in future papers. The inclusion of a number of minor gases is dictated by future research needs. For instance, SiO pressure is a key parameter in SiC interparticle neck growth; its inclusion allows the examination of this phenomenon. (Note that controlling the SiO pressure limits the hold temperature—the hold time cannot be minimized simply by increasing the temperature.) The influence of ambient atmosphere and inert gas will be examined, thus justifying the use of a full multiple species implementation of the DGM. Finally, the model allows for the examination of other material systems, such as B\textsubscript{4}C, including those that do not involve a single dominant gas such as CO.
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Fig. 12. Cumulative partial pressure of SiO over time (to SiO\textsubscript{2} exhaustion at $t_c = 3060$ s), as a function of position through the specimen thickness.
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