Abstract. Prediction of long-term static fatigue for optical fibers under stress requires a model to relate short-term accelerated test results to long-term behavior. The dependence of crack growth on stress intensity is the most fundamental model for this reliability prediction process. Statistical uncertainty for fatigue testing is shown to be significant, but typically smaller than the model uncertainty, which has been neglected in the literature. More research is needed to determine the most appropriate model. It is shown that the differences in allowed stress predictions between models become quite large at long times, especially for fiber of the same strength as that used in the fatigue test. Data-independent conversions of allowed stress from the common power model to other models provide an assessment of the difference between models for various situations. In many applications, the differences are in the range of typical safety factors. However, since model differences are quite large in other applications, universal use of the optimistic power law model is not appropriate, given the limited understanding of fatigue in optical fibers.
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1. INTRODUCTION
The practical strength of glass, and of optical fibers in particular, is controlled by flaws, usually on the surface. It is well established, furthermore, that such flaws can grow in time so that an initially intact silica optical fiber may undergo delayed fracture from the combined influence of low stress levels and the chemical environment. When optical fibers are deployed in high-reliability applications, a model of the crack growth kinetics is used to predict, from accelerated laboratory experiments, the conditions under which delayed failure will occur.

The current practice of modeling crack growth is usually based on an assumed power law dependence of crack velocity on stress intensity. Integration of this function leads to an expression relating failure time to strength and applied stress. This relationship depends on empirically determined fatigue parameters. While statistical uncertainty in these derived fatigue parameters has been discussed, the uncertainty in the crack velocity model itself has usually been overlooked. Some analysis has been made of the differences between possible crack velocity models for bulk ceramics. In these studies, fatigue data are fit to different models, and the conclusion was that several models provide about the same degree of fit, but quite different extrapolations of time to failure. However, time to failure is not a useful comparison of models, since allowed stress for a given failure time is the more commonly required information. Also lacking are a comparison of model differences with statistical uncertainty, and comparisons between models in their prediction of low strength reliability and proof test effectiveness. In this paper, these differences between the models are quantified for fatigue projections from real data. In addition, translations of predictions from the common power law to other models are developed in a data-independent formulation.

2. FLAW GROWTH MECHANISMS
The slow growth of a crack in silica arises from a stress-enhanced corrosion of the SiO₂ structure. Some research has addressed the chemical dynamics of this process. These studies explain the strong effect of water in promoting crack growth and provide some independent assessment of the observed dependence of crack growth on stress. Nonwater chemical environments can also contribute to stress corrosion of silica. Michalske and Bunker suggest a steric effect to explain some observed differences between environments. Yuce et al. studied the effect on actual fibers of various common chemicals. In practice, avoiding reactive species, especially water, is difficult. Thus, the typical reliability problem is to predict the allowed long-term fiber stress from stress accelerated testing in a similar environment. Crack growth chemistry and its kinetics are not sufficiently understood to allow extrapolation from one environment to another.
Fatigue testing performed in high-temperature water immersion sometimes shows a stress-independent effect, the “transition” or “knee” in the stress versus time to failure relation.\textsuperscript{10,11} This effect correlates strongly with strength reduction at zero stress in the same environment. The mechanism for the behavior is not known; it may be a dissolution-like mechanism that becomes operative at long times.\textsuperscript{12} Studies have shown that some coatings can prevent, or at least delay, this effect.\textsuperscript{11,13} The effect is also absent from fatigue data in less severe environments. These data along with an empirically determined temperature dependence of the “transition” onset\textsuperscript{14} suggest that the effect may not be important in many practical environments. Further understanding of the mechanism is needed, however, to test this tentative conclusion. The analysis in this paper deals only with the stress-enhanced flaw growth reaction, which is clearly operative in nearly all practical environments (for nonhermetic fiber).

The models that have been proposed for making static fatigue reliability predictions for silica fiber are all based on crack growth kinetic models that assume that the strength of the fiber depends on the presence of well-defined sharp cracks whose severities are uniquely defined by one parameter; their length \(c\). However, the presence of such cracks in high-strength silica has never been demonstrated. Indeed, strong evidence exists that pristine fiber is essentially flaw free since the liquid nitrogen (i.e., inert) strength of pristine fiber is single valued and close to the theoretical strength of the material.\textsuperscript{12} Reliability predictions for pristine fiber, therefore, must be considered empirical extrapolations not based on a well-defined or understood physical model.

The strength of multikilometer lengths of fiber is well known to be significantly lower than the pristine strength, so reliability predictions must extrapolate on initial strength as well as applied stress. However, the defects leading to low-strength failure are often identified with extrinsic defects such as particles that become adhered to or abrade the fiber surface during drawing or handling. Such defects are usually associated with residual thermal or plastic deformation induced stresses. Therefore, weaker fiber also may not contain well-defined cracks, and, even if cracks are present, their growth kinetics will be significantly perturbed by the residual stresses. Clearly then, extrapolation from pristine fatigue to weaker fiber fatigue is questionable since the nature of the defects is changing. This difficulty is compounded by the lack of any systematic empirical studies of fiber fatigue as a function of the initial fiber strength, though some limited data have been published.\textsuperscript{15} Low-load Vickers indentations have been proposed as a model for weak fibers since the plastic deformation produced by the indent leaves a residual stress field similar to that around handling damage sites and adhering particles.\textsuperscript{16} Dabbs and Lawn\textsuperscript{16} found that microindentations made at sufficiently low indent loads to avoid crack formation had an apparent fatigue parameter \(n\) of about 20, similar to the value for high-strength fiber. Later work extended the post-indent strengths to those more typical of fiber proof test levels and found a similar result.\textsuperscript{17} Therefore, there might be enough similarity between pristine and weaker fiber to give some confidence in the extrapolations. However, note that the cited \(n\) values reflect the measured fatigue dependence on applied stress, not the dependence on inert strength.

Several difficulties with applying crack growth models to high-strength fiber fatigue have been discussed. However, from an engineering viewpoint, reliability estimates have to be made whatever the state of academic understanding of the phenomenon. In the absence of any other model for fatigue, crack growth kinetics must be used, but their predictions should naturally be considered with conservatism if not skepticism.

3. STATISTICAL AND MODEL UNCERTAINTY IN STATIC FATIGUE PREDICTIONS

Depending on the level of sophistication used, it can be a straightforward task to predict the fiber lifetime from accelerated testing data. However, there is little value in such an estimate without some knowledge of the confidence level. Calculating the confidence interval is considerably more difficult than calculating the expected lifetime, and, perhaps because of this, rigorous analyses of confidences are usually not attempted in the literature. Some published studies have considered statistical uncertainty, i.e., uncertainty in extrapolation arising from statistical variability in the results of accelerated tests. However, such statistical analyses assume that all the uncertainty is in the parameters that characterize the particular fatigue model used but ignore the uncertainty in the nature of the model itself. As we have seen, we do not have a detailed understanding of the fatigue mechanisms in high-strength silica fiber. Therefore, any reasonable fatigue model could be used, but each different model would provide different results for reliability predictions. In this section, we compare the uncertainty in reliability predictions from both statistical and model sources. The uncertainty due to the model will be examined by considering a range of subcritical crack growth models.

It has now been well established that for ceramic materials containing macroscopic cracks, subcritical crack growth results from chemical attack of strained bonds at the crack tip. The rate of attack, and hence the crack growth velocity, is found to be dependent on the intensity of the stress field around the crack tip as quantified by \(K_I\), the mode I stress intensity factor. The following four relationships between crack velocity and \(K_I\) will be considered:

\[
\frac{dc}{dt} = A_1 \left( \frac{K_I}{K_{IC}} \right)^{n_1}, \quad \text{model 1 (1)}
\]

\[
\frac{dc}{dt} = A_2 \exp\left[ n_2 \left( \frac{K_I}{K_{IC}} \right) \right], \quad \text{model 2 (2)}
\]

\[
\frac{dc}{dt} = A_3 \exp\left[ n_3 \left( \frac{K_I}{K_{IC}} \right)^2 \right], \quad \text{model 3 (3)}
\]

\[
\frac{dc}{dt} = A_4 \left( \frac{K_I}{K_{IC}} \right) \exp\left[ n_4 \left( \frac{K_I}{K_{IC}} \right) \right], \quad \text{model 4 (4)}
\]

where \(c\) is the crack length and \(K_{IC}\) is the critical stress intensity factor for fast fracture.

Model 1 (Refs. 18, 19) is not based on any physical model for the fatigue, but is empirically found to fit a range of fatigue data well. Model 1 is mathematically the most tractable of the four and, probably for this reason, has been most widely used.
Model 2 (Ref. 20) is based on simple chemical kinetic theory in which the reaction rate is given by an Arrhenius type of behavior and where the stress influences the activation energy through an activation volume. Model 3 (Ref. 21) is based on an atomistic model of crack growth, while model 4 (Ref. 22) is a modification of model 2.

When the effect of temperature is also needed, an Arrhenius model is typically used. Temperature acceleration is useful for reliability testing, but it is limited by the effects of high temperature on polymer fiber coatings. Acceleration by increased humidity provides conservatism, but this effect is not sufficiently understood to allow extrapolation. Therefore, the dependence of crack growth on stress intensity is the most important model from a reliability prediction and design point of view.

Note that model 1 is different from the other models in temperature dependence. The temperature dependence of crack growth is usually considered as Arrhenius and is contained in the $A_i$ ($i = 1$ through 4) prefactors. However, for models 2 to 4, $K_1$ influences the activation energy, and so $n_2$, $n_3$, and $n_4$ contain temperature dependence while the prefactors contain Arrhenius dependence on the zero stress activation energy. In contrast, model 1 implies that the activation energy is stress independent, which is unphysical and is contradicted by experiment.23

$K_1$ is related to the crack length and the applied stress $\sigma$ by the well-known fracture mechanics relation

$$K_1 = \frac{Y\sigma}{\sqrt{c}} ,$$

where $Y$ is a dimensionless factor of order unity dependent on the crack geometry. Equations (1) through (4) can be integrated using Eq. (5) to determine the time to failure $t_f$ of a crack subjected to a constant applied stress $\sigma$ (Refs. 3 and 5):

$$t_f \sigma^2 = \frac{2K_{IC}}{A_i Y^2 (n_1 - 2)} \left(\frac{\sigma}{S}\right)^{2 - n_1} ,$$

$$t_f \sigma^2 = \frac{2K_{IC}^2}{A_2 n_2 Y^2} \exp \left[ -n_2 \left(\frac{\sigma}{S}\right) \left(\frac{\sigma}{S} + 1\right) n_2 \right] ,$$

$$t_f \sigma^2 = \frac{K_{IC}^2}{A_3 n_3 Y^2} \exp \left[ -n_3 \left(\frac{\sigma}{S}\right)^2 \right] ,$$

$$t_f \sigma^2 = \frac{K_{IC}^2}{A_4 n_4 Y^2} \exp \left[ -n_4 \left(\frac{\sigma}{S}\right) \right] ,$$

for models 1 through 4, respectively, where $S$ is the initial inert strength of the material (inert strength = strength in the absence of fatigue). The equations are derived using the excellent approximation that the starting crack length (corresponding to an inert strength $S$) is much less than the crack length at which the crack propagates unstably (corresponding to an inert strength $\sigma$).

These equations may be linearized for ease in fitting to experimental $t_f$ versus $\sigma$ data. The linearized forms are:

$$\ln(t_f) = -m_1 \ln(\sigma) + \alpha_1 ,$$

$$\ln(t_f \sigma^2) = -m_2(\sigma) + \alpha_2 ,$$

$$\ln[(t_f \sigma^2)/(\sigma/S + 1/n_2)] = -m_2(\sigma) + \alpha_2 ,$$

$$\ln(t_f \sigma^2) = -m_3(\sigma^2) + \alpha_3 ,$$

$$\ln(t_f \sigma^2) = -m_4(\sigma) + \alpha_4 ,$$

where

$$m_1 = n_1, \quad m_2 = n_2/S, \quad m_3 = n_3 S^2, \quad m_4 = n_4 S .$$

Equation (7) cannot be exactly linearized but note that the term $(1/n_2)$ is small compared to the term $\sigma/S$ so that a close estimate of $n_2$ can be obtained by fitting data to Eq. (11a). This estimate of $n_2$ can then be used to obtain a better estimate from Eq. (11b). After only a couple of iterations using Eq. (11b), the value of $n_2$ is determined to better than 1 ppm. In fact, the estimates for $n_2$ determined from Eq. (11a) and estimates based on iteration with Eq. (11b) only differed by a fraction of 1% for the two sets of typical data discussed later, and this difference is more than 10 times smaller than the standard error in the estimates. Therefore a single regression using Eq. (11a) will usually be enough to obtain $n_2$.

Figure 1 shows the regression fits for power law fatigue [Eq. (10)] to static fatigue data of Wang and Zupko24 for “SS2” laser drawn fiber tested in tension at 90% relative humidity and 32.6°C. Also shown is the power law fit to data of Brownlow et al.25 for AT&T fiber with D-Lux dual coating tested in two-point bending, 80% relative humidity, and 80°C. The solid lines are the best fit, while the dashed lines represent a 95% confidence interval on the extrapolated behavior. Linear regression gives the best fit and variances on the intercept $c$ and slope $m$ in the equation

$$y = mx + c .$$

However, the covariance of $m$ and $c$ is nonzero. If Eq. (15) is reformulated as

$$y = m(x - \bar{x}) + b ,$$
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These equations may be linearized for ease in fitting to experimental $t_f$ versus $\sigma$ data. The linearized forms are:

$$\ln(t_f) = -m_1 \ln(\sigma) + \alpha_1 ,$$

$$\ln(t_f \sigma^2) = -m_2(\sigma) + \alpha_2 ,$$

$$\ln[(t_f \sigma^2)/(\sigma/S + 1/n_2)] = -m_2(\sigma) + \alpha_2 ,$$

$$\ln(t_f \sigma^2) = -m_3(\sigma^2) + \alpha_3 ,$$

$$\ln(t_f \sigma^2) = -m_4(\sigma) + \alpha_4 ,$$

where

$$m_1 = n_1, \quad m_2 = n_2/S, \quad m_3 = n_3 S^2, \quad m_4 = n_4 S .$$

Equation (7) cannot be exactly linearized but note that the term $(1/n_2)$ is small compared to the term $\sigma/S$ so that a close estimate of $n_2$ can be obtained by fitting data to Eq. (11a). This estimate of $n_2$ can then be used to obtain a better estimate from Eq. (11b). After only a couple of iterations using Eq. (11b), the value of $n_2$ is determined to better than 1 ppm. In fact, the estimates for $n_2$ determined from Eq. (11a) and estimates based on iteration with Eq. (11b) only differed by a fraction of 1% for the two sets of typical data discussed later, and this difference is more than 10 times smaller than the standard error in the estimates. Therefore a single regression using Eq. (11a) will usually be enough to obtain $n_2$.
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\( \Delta y^2 = \Delta m^2(x - x) + \Delta b^2 \).

The confidence intervals in Fig. 1 are determined by calculating
\( \Delta y^2 = \Delta m^2(x - x) + \Delta b^2 \).

The regression fits found that the power law (model 1) gives
predictions of a significantly lower allowed stress than model 1
and its confidence interval for surviving that time. The allowed
stress is found to be 1.43 ± 0.09 GPa and 2.07 ± 0.06 GPa
for the Wang and Zupko (WZ) and Brownlow and Krause (BK)
data, respectively. Therefore, extrapolation of these data using
the power law yields estimates with quite modest confidence
intervals.

Figure 2 shows the results of fitting all four models under
consideration to the WZ data. Models 2 and 4 gave similar
predictions of a significantly lower allowed stress than model 1
(the power law) while model 3 predicts an even lower stress.
The lack of overlap of the confidence intervals at 25 years shows
that for these particular data, uncertainty in the applicable model
dominates the statistical uncertainty. Further, the power law
gives overly optimistic predictions of allowed stress, considering
the lack of evidence to support this model instead of the other
models considered.

Figure 3 shows the fits of the four models to the BK data.
Here again models 2 and 4 give very similar predictions, but
while there is no overlap of the confidence intervals at 25 years,
the predicted allowed stress is similar for both model 1 and
models 2 and 4. Model 3 predicts a much lower allowed stress,
but the very large confidence interval nearly overlaps those for
models 2 and 4. For these data, model uncertainty is of a similar
magnitude to the statistical uncertainty and cannot be ignored.

The regression fits found that the power law (model 1) gives
the best description of the BK data, while model 2 best describes
the WZ data (where best description is determined by the highest
correlation coefficient and smallest extrapolated confidence bands).
Therefore, no one model best fits all data and one is cautioned
against choosing one model over the others because it happens
to give the best fit.

\[
\frac{n_2}{S_0} = \frac{n_1 - 1}{\sigma_0},
\]

\[
\frac{n_3}{S_0} = \frac{n_1 - 2}{2\sigma_0},
\]

\[
\frac{n_4}{S_0} = \frac{n_1 - 2}{\sigma_0}.
\]

Table 1 compares the fitted values of \( n_2, n_3, \) and \( n_4 \) with the
values estimated from Eqs. (18) to (20). In all cases the estimates
lie within one standard error of the fitted value. This shows that
one may simply estimate the fit parameters for models 2, 3, and
4 from the best fit parameters for model 1. This considerably

<table>
<thead>
<tr>
<th>Parameter</th>
<th>WZ data fitted</th>
<th>predicted</th>
<th>BK data fitted</th>
<th>predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_1 )</td>
<td>16.5 ±0.8</td>
<td>22.8 ±0.6</td>
<td>22.8 ±0.6</td>
<td>22.8 ±0.6</td>
</tr>
<tr>
<td>( n_2/S_0 )</td>
<td>6.00 ±0.16</td>
<td>6.53 ±0.32</td>
<td>6.61</td>
<td>6.61</td>
</tr>
<tr>
<td>( n_3/S_0 )</td>
<td>1.06 ±0.03</td>
<td>0.92 ±0.07</td>
<td>0.92 ±0.07</td>
<td>0.92 ±0.07</td>
</tr>
<tr>
<td>( n_4/S_0 )</td>
<td>5.64 ±0.16</td>
<td>6.25 ±0.31</td>
<td>6.30</td>
<td>6.30</td>
</tr>
</tbody>
</table>
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reduces the work load associated with examining these other models. However, this technique does not provide a means for estimating the uncertainty in the best fit parameters for the other models and should be used with caution.

Equations (10) through (13) have been used to calculate, for each model, the allowed stress for a 25-year design life if the inert strength of the fiber, \( S \), is weaker than the inert strength of the fiber used for accelerated testing, \( S_0 \). The results for both the WZ and BK data are shown in Figs. 4 and 5. The allowed stress is plotted as a function of the inert strength ratio \( S/S_0 \), and, as expected, the allowed stress is lower as the inert strength ratio is reduced from unity. Interestingly, the four models converge for very weak fibers. This may be understood by inspection of Eqs. (6) through (9) where the ratio \( \sigma_0/S \) may be recognized as the ratio of initial stress intensity to critical stress intensity which depends on \( \alpha \); this relationship is characterized in these equations by the power law slope \( \alpha \).

Using these relationships and equating time to failure at the service stress yields the following transcendental equations that relate allowed stress in models 2, 3, and 4 to the prediction of allowed stress from the power law (model 1):

\[
\Phi \left( \frac{\sigma^2}{\sigma_1^2} \right) \exp(-\nu) = \left[ \nu \Phi^{-r} \left( \frac{\sigma^2}{\sigma_1^2} \right) + 1 \right] \exp \left[ -\nu \Phi^{-r} \left( \frac{\sigma^2}{\sigma_1^2} \right) \right], \tag{21}
\]

\[
\Phi \left( \frac{\sigma^2}{\sigma_1^2} \right) \exp \left( \frac{-1}{2r} \right) = \exp \left[ \left( \frac{-1}{2r} \right) \Phi^{-2r} \left( \frac{\sigma^2}{\sigma_1^2} \right) \right], \tag{22}
\]

\[
\Phi \left( \frac{\sigma^2}{\sigma_1^2} \right) \exp \left( \frac{-1}{r} \right) = \exp \left[ \left( \frac{-1}{r} \right) \Phi^{-r} \left( \frac{\sigma^2}{\sigma_1^2} \right) \right], \tag{23}
\]

where

\[
\Phi = \left( \frac{t}{t_0} \right) \left( \frac{\sigma_1}{\sigma_0} \right)^2, \quad r = \frac{1}{n_1 - 2}, \quad \nu = n_1 - 1, \tag{24}
\]

where \( \sigma_1, \sigma_2, \sigma_3, \) and \( \sigma_4 \) are the predictions of models 1 through 4, respectively, of the allowed stress for lifetime \( t \). The terms \( \sigma_0 \) and \( t_0 \) are the stress and time values at the midpoint of the fatigue data where the models are matched in position and slope (characterized in these equations by the power law slope \( n_1 \)). This formulation makes no assumption about the value of stress, strength, or time, so it is applicable to extrapolations in all of these parameters. Equations (21) to (23) have been solved, with a numerical root finding algorithm, for \( \sigma_2/\sigma_1, \sigma_3/\sigma_1, \) and \( \sigma_4/\sigma_1 \), respectively, at various \( \Phi \) and \( n_1 \) values. The results are plotted in Fig. 6 for the commonly occurring \( n_1 = 20 \). Tables 2 through 4 provide results for a broad range of \( \Phi \) and \( n_1 \) values. Figure 6 shows that the divergence between models increases as time to failure is extrapolated farther away from the fatigue data. However, as revealed also by the data-specific Figs. 4 and 5, the differences in time-extrapolated predictions decrease as the strength decreases from that used in the fatigue test. These two effects are modeled by the parameter \( \Phi = (t/t_0) (\sigma_1/\sigma_0)^2 \), which fully characterizes the degree of difference between models per Eqs. (21) to (24). Tables 2 to 4 show numerically the effects of \( \Phi \) and \( n_1 \) on the differences between models. Model differences are most significant for lower \( n \) values. For model 3 especially, quite significant differences from model 1 are revealed. At high
n values, which are typical of hermetic fiber, Tables 2 to 4 show no significant difference exists between model predictions.

The use of Tables 2 to 4 to translate power law predictions to those of other models is illustrated by the following example: If the available fatigue data has an $n_1 = 20$ slope, a midpoint of $\sigma_0 = 3$ GPa at 1 h, and a power law prediction of $\sigma_1 = 1.62$ GPa acceptable stress for 25 years, then $\Phi = (t_0 / t_0)^{2/5} = 63900$. From Tables 2 to 4, $\sigma_2 / \sigma_1 = 0.74$, $\sigma_3 / \sigma_1 = 0.38$, and $\sigma_4 / \sigma_1 = 0.77$. Thus, the model 2 and 4 predictions are about 1.2 GPa and the model 3 prediction is about 0.6 GPa, in contrast to the power law prediction of 1.62 GPa. The preceding example of high-strength fiber fatigue prediction shows significant differences between models. If the same fatigue data were used to predict fatigue for lower strength fiber, the differences between models would be smaller. For example, if $\sigma_1 = 0.3$ GPa, then $\Phi = 2190$, $\sigma_2 / \sigma_1 \approx 0.88$, $\sigma_3 / \sigma_1 \approx 0.75$, and $\sigma_4 / \sigma_1 \approx 0.90$. These model differences are not negligible, but they are similar in magnitude to the safety margins in many systems.

4. DISPERSION IN FAILURE TIME

A population of similar fibers under nominally similar stress will typically have a significant variation in their static fatigue time to failure. This is explained by the strong dependence of failure time on both stress and strength. Variation in the local environment at different fibers, and other factors, may also contribute to failure time variation. In reliability engineering, predicting the failure time dispersion, or a bound on this quantity, is often desirable. Introducing specific distribution functions for stress and strength into the time-to-failure models [Eqs. (6) to (9)] is possible. However, the resulting expressions for the time-to-failure distribution are unwieldy and not conducive to physical interpretation. A simpler characterization of the relationship between time-to-failure dispersion and stress-and-strength dispersion is obtained by evaluating the derivative of failure time with respect to stress and strength. When these derivatives are evaluated and normalized with respect to the fatigue data midpoint ($\sigma_0$, $t_0$) the following expressions result:

$$\frac{d(\ln t)}{d(\ln \sigma)} = -n_1$$, \hspace{1cm} \text{model 1} \hspace{0.5cm} (25)

$$\frac{d(\ln t)}{d(\ln \sigma)} = (n_1 - 2) - \ln \left( \frac{t_o \sigma_0^2}{\sigma^2} \right)$$, \hspace{1cm} \text{model 1} \hspace{0.5cm} (26)

$$\frac{d(\ln t)}{d(\ln \sigma)} = (n_1 - 2) + \ln \left( \frac{t_o \sigma_0^2}{\sigma^2} \right)$$, \hspace{1cm} \text{model 2} \hspace{0.5cm} (27)

$$\frac{d(\ln t)}{d(\ln \sigma)} = -n_1 - 2 \ln \left( \frac{t_o \sigma_0^2}{\sigma^2} \right)$$, \hspace{1cm} \text{model 2} \hspace{0.5cm} (28)

$$\frac{d(\ln t)}{d(\ln \sigma)} = (n_1 - 2) + 2 \ln \left( \frac{t_o \sigma_0^2}{\sigma^2} \right)$$, \hspace{1cm} \text{model 3} \hspace{0.5cm} (29)

$$\frac{d(\ln t)}{d(\ln \sigma)} = -n_1 - \ln \left( \frac{t_o \sigma_0^2}{\sigma^2} \right)$$, \hspace{1cm} \text{model 3} \hspace{0.5cm} (30)

$$\frac{d(\ln t)}{d(\ln \sigma)} = (n_1 - 2) - \ln \left( \frac{t_o \sigma_0^2}{\sigma^2} \right)$$, \hspace{1cm} \text{model 4} \hspace{0.5cm} (31)

$$\frac{d(\ln t)}{d(\ln \sigma)} = (n_1 - 2) + \ln \left( \frac{t_o \sigma_0^2}{\sigma^2} \right)$$, \hspace{1cm} \text{model 4} \hspace{0.5cm} (32)

Since the $t_o^2$ values of interest for reliability prediction are greater than $t_o \sigma_0^2$, ln($t_o \sigma_0^2$/t_o²) < 0. Equations (25) to (32), there-

![Fig. 6. Conversion of model 1 predictions of allowed stress to models 2, 3, and 4 predictions for n_1 = 20.](image-url)
fore, show that the power law (model 1) predicts a broader time-
to-failure distribution than models 2 to 4. Depending on the type
of reliability analysis, a broad time-to-failure distribution may
be conservative or nonconservative. If lognormal distributions
for stress and strength are used, then Eqs. (25) through (32)
allow a direct estimate of the variance in the log of failure time.
This is a linearized approximation (since only the first derivatives
of time are considered), which is most valid for small variations
in stress or strength. When both stress and strength are distrib-
ted, time-to-failure dispersion can be computed as the sum of
the variance contributions for stress and strength (assuming these
are uncorrelated).

Equations (25), (27), (29), and (31) also model the d(ln)/
d(lnσ) slope changes with time seen graphically in Figs. 2 and
3. Furthermore, these equations show that the d(ln)/d(lnσ) slope
becomes more strongly negative as the strength decreases (i.e.,
σ decreases with respect to σ0). Boutein mentions this trend for
model 2 (Ref. 26) and proposes that this model (in contrast to
model 1) is consistent with the observation that n values in bulk
glass (large flaws, low test stress) are greater than those for fiber
(smaller flaws, large test stress). Equations (25), (27), (29), and
(31) allow quantification of the slope change for models 1 to 4.
Use of these relationships with appropriate data may help to
identify the most accurate fatigue model.

5. PROOF TESTING
Fiber may be significantly weaker than the typical 5 to 6 GPa
short length in-air strength either because (1) the fiber is long
in length and affected by the occasional draw line flaws or (2)
the fiber is subject to handling or other processing (like fiber splicing)
that weaken it. In these cases, the lowest possible strength
may be unacceptable so a proof test is commonly used to elimi-
nate the weakest flaws. Two approaches to modeling the reli-
ability of proof-tested fiber are (1) minimum lifetime27 and
(2) interpretation of the proof test as a short-term fatigue test.28
In approach 1, the minimum inert strength after proof testing is
assumed to be equal to the proof test stress. The advantage of
this method is conceptual simplicity, but the disadvantages are
a need for inert strength measurement and the neglect of fiber
weakening during proof test unload. Approach 2 treats the proof
test as a fatigue test of sorts and formulates the problem in a
formulation that considers weakening during proof test unload and
does not require an inert strength measurement.

No matter which proof test modeling technique is used, power
law predictions of allowed stress on proof-tested fiber can be
translated to model 2, 3, or 4 predictions via Eqs. (21) to (24)
or Tables 2 to 4. To do so, however, does entail the new as-
sumption that the power law prediction of fiber weakening from
proof testing is consistent with predictions from other models.
The validity of this assumption is addressed by the following
analysis. Weakening of a fiber under a constant stress may be

\[
0 = \left( \frac{n_2 \sigma}{S_f} + 1 \right) \exp\left( -\frac{n_2 \sigma}{S_i} \right), \tag{34}
\]

\[
= \frac{K_i^2}{A_3 n_1 r^2} \sigma^{-2} \left( \frac{n_2 \sigma}{S_i} + 1 \right) \exp\left( -\frac{n_2 \sigma}{S_i} \right), \tag{35}
\]

\[
= \frac{2K_i^2}{A_4 n_4 r^2} \sigma^{-2} \left[ \exp\left( -\frac{n_2 \sigma}{S_i} \right) - \exp\left( -\frac{n_4 \sigma}{S_f} \right) \right], \tag{36}
\]

for models 1 through 4, respectively, where \( S_i \) is the initial inert
strength and \( S_f \) is the final inert strength. Equations (33) through
(36) reduce to Eqs. (6) through (9) for time to fracture, when
\( S_f \) is significantly less than \( S_i \). If we assume, conserva-
tively, that the unload portion of the proof test is slow, then no
minimum inert strength exists after proof testing. The degree of
weakening introduced by proof testing can then be charac-
terized by normalizing the initial inert strength \( S_i \) to the maximum initial
inert strength that breaks during the proof test, \( S_{ib} \). For each
model, \( S_{ib} \) is determined from the corresponding expression from
Eqs. (33) through (36) using \( \sigma = \sigma_p \), the proof test stress,
\( t = \) the proof test time (or effective proof test time to account
for loading and unloading stages), \( S_{if} = 0 \) (i.e., fiber breaks at
the very end of the proof test), and \( S_i = S_{ib} \). Introducing the
resulting expressions along with Eqs. (18) through (20) into Eqs.
(33) through (36) gives the following expressions that relate the
degree of fiber weakening \( S_f/S_i \) to the normalized initial inert
strength \( S_i/S_{ib} \):

\[
\frac{S_f}{S_i} = \left[ 1 - \left( \frac{S_i}{S_{ib}} \right) \right]^{-r}, \tag{37}
\]

\[
\left( v \frac{S_i}{S_{ib}} + 1 \right) \exp[-vR(S_i/S_{ib})] \approx \left( v + \frac{1}{R} \right) \exp(-vR) \tag{38}
\]

\[
\left( v \frac{S_i}{S_f} + 1 \right) \exp[-vR(S_i/S_f)] \tag{39}
\]

\[
\left( \frac{S_f}{S_i} \right)^{-2} = -2\frac{r}{R^2} \ln \left\{ \exp\left[ -(R^2/2r) \right] \right\}, \tag{40}
\]

where

\[
R = \left( \frac{\sigma_p}{\sigma_0} \right) \left( \frac{S_0}{S_i} \right), \quad r = \frac{1}{n_1 - 2}, \quad n = n_1 - 1. \tag{41}
\]
The non-dimensional parameter \( R \) is typically greater than 1.0. (It can be shown that \( R \gg 1 \) if \( \tau \sigma^2 \) for the proof test is less than \( t_0 \sigma_0^2 \).) Except for Eq. (38), these expressions are solved readily in closed form. A numerical solution to Eq. (38) was obtained with a root-finding algorithm. The results for all models [Eqs. (37) through (40)] are plotted in Fig. 7 for \( R = 1 \) and \( n_1 = 20 \). This figure shows the power law model to be the most pessimistic in terms of predicting fiber weakening during proof test for the conservative case of slow unloading. It is readily shown that this conclusion is independent of \( n_1 \) and \( R \) for \( R > 1 \). Therefore, when a power law prediction of allowed stress on proof-tested fiber (where slow unloading is assumed) is converted to a different model prediction via Eqs. (21) through (24), the results will be somewhat conservative because the most pessimistic model of strength truncation will be assumed.

6. SUMMARY AND DISCUSSION

Analysis in this paper has shown that the uncertainty in the crack growth model cannot be ignored in making reliability predictions for optical fiber under stress. The statistical uncertainty is significant also, but is usually smaller than the model uncertainty. The differences in allowed stress predictions between models become quite large at long times, especially for fiber of the same strength as that used in the fatigue test. Clearly, it would be desirable to know which model most accurately characterizes the fatigue process. Unfortunately, the current understanding of crack growth does not allow us to determine the most accurate model, so engineering judgment is required to determine the appropriate degree of conservatism for a given application. However, it seems clear that the power law model is not appropriate given its lack of a physical basis and its optimism compared with other models that also fit the available fatigue data well.

A common application of fiber fatigue models is to predict allowed stress on fiber that is significantly weaker than the fatigue-tested fiber. Analysis in this paper has shown that for such cases, the differences in model predictions become small. This fact and the common use of design safety factors may explain the generally positive field reliability of optical fiber systems designed with power law analysis. However, since model differences are quite large for some applications, universal use of the power law model is not recommended.

While models 2 to 4 (the nonpower law models) are mathematically "messier," this paper shows that static fatigue analysis with these models is tractable. Since model 4 yields significantly simpler forms but similar predictions to model 2, perhaps this latter model is not needed. On the other hand, model 2 seems to have the strongest physical basis of any of the models.

The development of data-independent conversions of allowed stress prediction from the power law to other models provides a quick way to assess the difference between models. It has been shown that when this correction is applied to predictions for proof tested fiber, some conservatism is introduced. Relationships between time-to-failure dispersion and strength-and-stress dispersion are important to many reliability analyses, and may also aid in the physical interpretation of fatigue data. It is shown that a linearization of this relationship leads to simple expressions that allow failure time dispersion estimates for each of the models. We hope that further work in optical fiber fatigue will yield a greater understanding of the crack growth process so that model uncertainty is reduced and the reliability prediction job becomes more straightforward and less risky.
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