RSFT: A Realistic High Dimensional Sparse Fourier Transform and Its Application in Radar Signal Processing

Shaogang Wang, Vishal M. Patel and Athina Petropulu
Department of Electrical and Computer Engineering
Rutgers University
94 Brett Road, Piscataway, NJ 08854
Email: {shaogang.wang, vishal.m.patel, athinap}@rutgers.edu

Abstract—We propose a realistic high dimensional sparse Fourier transform (RSFT) algorithm, which detects frequencies in multidimensional data, provided that the data is sparse in the frequency domain. Although sparsity has been exploited before to reduce the complexity of the Discrete Fourier Transform, unlike previous approaches, the RSFT allows for off-grid frequencies. We provide a concrete application example on short range ubiquitous radar signal processing, and verify the feasibility of the RSFT in that scenario via simulations.
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I. INTRODUCTION

Many practical applications in radar, communications and imaging require one to take the Discrete Fourier Transform (DFT) of high-dimensional signals in order to identify frequencies in the data. The DFT is usually implemented via the Fast Fourier Transform (FFT), whose computational complexity is $O(N \log N)$ for $N$ data points. Recently, by leveraging the sparsity of signals in the frequency domain, the Sparse Fourier Transform (SFT) [1], [2] can further reduce the complexity required to identify the underlying frequencies. Different versions of the SFT related techniques have been successfully applied in several practical applications, such as a fast Global Positioning System (GPS) receiver, wide-band spectrum sensing, light field reconstruction, etc. [3]–[5].

High order extension of the SFT has also been considered. Andre et al. [6] extended the exactly-$K$-sparse SFT algorithm from [1] into two dimensions. Ghazi et al. [7] proposed a sample optimal 2-D SFT both for exactly sparse and approximately sparse signals. Ong et al. [8] proposed a 2-D SFT algorithm based on sparse-graph decoding. An extension to an arbitrary constant dimension is reported in [9]. However, all the aforementioned algorithms rely on a grid, and assume that the signal frequencies are on the grid. In practice, however, the signal frequencies lie in the continuous space of $[0, 2\pi)$, and are usually off-grid. The consequence of off-grid frequencies is leakage to other frequency bins, which essentially destroys the sparsity of the signal. To refine the estimation of off-grid frequencies, in [5], Shi et al. proposed a gradient descent-based method to find off-grid frequencies from the initial SFT estimates. However, the computation of gradient descent is not efficient, due to the unknown gradient of the signal in the frequency domain. An SFT algorithm for off-grid frequencies was proposed by Boufounos et al. in [10]. The underlying assumption in [10] is that signal and noise are well separated by predefined gaps in the frequency domain. However, this assumption does not hold for many practical signal processing applications.

In this paper, we propose a new algorithm called Realistic Sparse Fourier Transform (RSFT), which does not require the frequencies to be on-grid and does not rely on the restrictive assumption that signal and noise are well separated by predefined gaps in the Fourier domain. Furthermore, we extend the proposed algorithm to arbitrary fixed high dimensions so that it can be used to replace the $N$-dimensional FFT (N-D FFT) in a sparse setting. To the best of our knowledge, the RSFT algorithm is the first SFT algorithm, which addresses the issue of off-grid frequencies for arbitrary high dimensional signals. Finally, we present an application of the RSFT algorithm in multi-dimensional radar signal processing, in which a 3-D RSFT is applied on short range ubiquitous radar [11] (SRUR) to detect targets and estimate their range, velocity and direction of arrival (DOA). Due to the computational efficiency of RSFT, a faster reaction or lower cost of hardware for this kind of radar is expected.

**Notation:** We use lower-case and upper-case bold letters to denote vectors and matrices, respectively. $[S]$ refers to the set of indices $\{0, \ldots, S − 1\}$. The DFT of signal $s$ is denoted as $\hat{s}$.

This paper is organized as follows. A brief background on the SFT algorithm is given in Section II. Details of the proposed RSFT algorithm are given in Section III. An application of the RSFT algorithm in radar signal processing is presented in Section IV. Section V concludes the paper with a brief summary and discussion.

II. BACKGROUND

As opposed to the FFT that computes the coefficients of all $N$ frequency components of a $N$-samples long signal, the
SFT [2] computes only the \( K \) frequency components of a \( K \)-sparse signals. At a high level, the SFT consists of two kinds of loops, i.e., the Location loop and the Estimation loop. The former finds the indices of the \( K \) most significant frequencies in the input signal, while the latter estimates the corresponding Fourier coefficients. Here we emphasize on Location more than Estimation, since the former is more relevant to the radar application that we consider. The Location step provides frequency locations, which in the radar case is directly related to target parameters.

In the Location loop, a permutation procedure reorders the input data in the time domain, causing the frequencies to also reorder. The permutation causes closely spaced frequencies to appear in well separated locations with high probability. Mathematically, the permutation is defined as

\[
(P_{\sigma, \tau}x)_i = x_{\sigma_i + \tau},
\]

where \( x_i \) is the \( i \)th entry of input signal \( x \in \mathbb{C}^N \), \( \sigma, \tau \in [N] \), and \( \sigma \) is invertible mod \( N \), i.e., there exists a \( \sigma^{-1} \) satisfying \( \sigma^{-1} \equiv 1 \mod N \). Consequently, the frequency is dilated modularly by \( \sigma \) times, and an additional phased rotation by \( \tau \) is introduced, i.e., \( (P_{\sigma, \tau}x)_{\sigma_i} = \hat{x}_i e^{-j\frac{2\pi \tau}{N}} \). It is also assumed that the data length for each dimension is a power of 2. Then, a flat-window [2] is applied on the permuted signal for the purpose of extending a single frequency into a (nearly) boxcar, for a reason that will become apparent in the following. The windowed data are aliased, by creating a periodic extension of the data with period \( B \) with \( B << N \), and \( B \) a power of 2. The frequency domain equivalent of this aliasing is undersampling by \( N/B \). The window used at the previous step ensures that no peaks are lost due to the effective undersampling in the frequency domain. After this stage, a FFT of length \( B \) of one period is employed.

The first detection stage finds the significant frequencies' peaks and their indices are reverse mapped into the original frequency space. However, the reverse mapping yields not only the true location of the signal frequency, but also \( N/B \) ambiguous locations for each significant frequency. To remove the ambiguity, multiple iterations of Location with randomized permutation are performed. Finally, the second stage detection locates the \( K \) most significant frequencies from the accumulated data for each iteration.

### III. The RSFT Algorithm

In this section, we introduce the proposed RSFT algorithm, which is basically an SFT that is robust to off-grid frequencies and present its extensions to high dimensional problems.

#### A. Leakage Suppression for Off-grid Frequencies

The SFT algorithm only holds for the discrete on-grid frequencies. In real world applications, the frequencies are continuous and can take any value in \([0, 2\pi]\). When fitting a grid on these frequencies, leakage occurs from off-grid frequencies, which can jeopardize the natural sparsity of the signal. As a result, it is difficult to determine the frequency domain peaks after permutation, since the leakage of a strong frequency component would easily mask the main lobe of a weak frequency component (See Fig. 1 (c)). To address this problem, we multiply the received time domain signal with a window before permutation, and call this procedure Pre-permutation Windowing. The idea is to confine the leakage within a finite number of frequency bins, as illustrated in Fig. 1.

The choice of the pre-permutation window is determined by dynamic range, frequency resolution and computational complexity requirements. More specifically, the dynamic range specification determines the attenuation of the side-lobes, and the side-lobe level should be lower than the noise level after windowing. However, the larger attenuation of the side-lobes, the more wide would be the main-lobe, leading to a worsen resolution in frequency domain. Meanwhile, a more broaden main-lobe will cause greater computational overhead, which will be discussed in Section III-D.

![Fig. 1. Effect of pre-permutation Windowing](image)

B. High Dimensional Extensions

Due to the separability of the DFT, one could easily extend the FFT to high dimensions by simply applying 1-D FFT on each dimension of the data sequentially. For the SFT algorithm, however, the extension is not obvious. In what follows, we elaborate on the high dimensional extension for its main stages.

1) Windowing: In the pre-permutation windowing and the flat-windowing stages, the window for each dimension is designed separately. After that, the high dimension widow is generated by combining each 1-D window. For instance, in the 2-D case, assuming that \( w_x \) and \( w_y \) are the two windows
in the $x$ and $y$ dimension, respectively, a 2D window can be computed as

$$W_{xy} = w_x w_y^H,$$  
(2)

where $(\cdot)^H$ denotes the conjugate transpose. Fig. 2 shows a compound 2-D window which is a combination of a hamming window and a Dolph-Chebyshev window. We apply those windows on the data by point-wise multiplications.

![Compound Window in 2-D](image)

**Fig. 2.** Compound Window in 2-D. (a) Top: a 64-points Hamming window; bottom: a 1024-points Dolph-Chebyshev window. (b) The 2D window.

2) Permutation: The permutation parameters are generated for each dimension in a random way according to (1). Then, we carry the permutation on each dimension sequentially. An example for the 2-D case is illustrated in Fig. 3.

![Permutation and Aliasing in 2D](image)

**Fig. 3.** Permutation and Aliasing in 2D. (a) Original 2D data forms a $4 \times 8$ matrix. (b) Permutation in $x-$dimension, $\sigma_x = 3, \tau_x = 0$. (c) Permutation in $y-$dimension, $\sigma_y = 3, \tau_y = 0$. After permutation, data is divided into four $2 \times 4$ sub-matrices. (d) Aliasing by adding sub-matrices from (c).

3) Aliasing: The aliasing stage compresses the high dimensional data into much smaller size. In 2-D, as shown in Fig. 3 (d), a periodic extension of the $N_x \times N_y$ data matrix is created with period $B_x$ in the $x$ dimension and $B_y$ in the $y$ dimension, with $B_x << N_x$ and $B_y << N_y$, and the basic period is extracted.

4) First stage detection and reverse mapping: We carry first stage detection after taking the magnitude of N-D FFT on the aliased data. Since the size of aliased data is much smaller than original size, the saving of the computation is remarkable. After that, we find the $dK$,$d > 1$ highest peaks and then reverse map their indices back to the original space. The combination of the reverse mapped indices from each dimension provides the tentative locations of the original frequency components. Assuming the side-lobes are below the noise level after pre-permutation windowing, empirically, we can choose $d$ as

$$d = \text{round}(\prod_{i \in [U]} d_i),$$  
(3)

where $U$ is the number of dimensions, $\text{round}(\cdot)$ denotes for rounding to the nearest integer, and $d_i$ is the 6.0-dB bandwidth of the pre-permutation window for the $i_{th}$ dimension. For instance, according to [12], a Hamming window has its 6.0-dB bandwidth approximately as 1.81. As a result, a 2-D Hamming window gives $d = 3$.

5) Accumulation and second stage detection: The accumulation stage collects the tentative frequency locations found in the reverse mapping for each iteration, and the number of occurrences for each location is calculated after running over $T$ iterations. The second stage detection finds $K$ peaks in the data with the highest number of occurrences.

C. The RSFT Algorithm

Based on the discussion above, we summarize the RSFT method in Algorithm 1. We set $\tau=0$ in each permutation, since the random phase rotation does not affect the performance of a detector after taking magnitude of the signal in the intermediate stage.

**Algorithm 1 RSFT algorithm**

**Input:** complex signal $r$ in any fixed high dimension  
**Output:** $o$, sparse frequency locations of input signal

1: **procedure** RSFT($r$)  
2: Pre-Permutation Windowing: $y \leftarrow W_r$  
3: Generate a set of $\sigma$ randomly for each dimension  
4: $x \leftarrow 0$  
5: for $i \leftarrow 0$ to $T$ do  
6: Permutation: $p \leftarrow P_\sigma y$  
7: Flat-windowing: $z \leftarrow W_f p$  
8: Aliasing: $a \leftarrow \text{Aliasing}(z)$  
9: N-D FFT: $\hat{a} \leftarrow \text{FFT}(a)$  
10: First-stage-detection: $c \leftarrow \text{Det1}(|\hat{a}|^2)$  
11: Reverse-mapping: $x_i \leftarrow \text{Reverse}(c)$  
12: Accumulation: $x \leftarrow x + x_i$  
13: end for  
14: Second-stage-detection: $o \leftarrow \text{Det2}(x)$  
15: return $o$  
16: **end procedure**

D. Computational Complexity

We compute the computational complexity of the RSFT algorithm by counting the number of operations in Algorithm 1, as shown in Table I. The RSFT yields a complexity of

$$O \left( T(N + B + B \log B + \frac{KdN}{B}) + N \right),$$  
(4)
while the N-D FFT gives the complexity of $O(N \log N)$. Here $N, B$ denote for the total number of data points in the original and shrunken high dimensional dataset, respectively. From Fig. 4, one can see that the complexity ratio of FFT over RSFT rises almost linearly versus $N$, which grows exponentially. For $N = 2^{50}, B = 2^{12}, T = 5, K = 100, d = 2$, the RSFT algorithm is approximately 8 times more efficient than the FFT. Note that the core operation in RSFT is still FFT but on a reduced dimensional space. By leveraging the existing high performance FFT libraries such as FFTW [13], the implementation of the RSFT algorithm could be further improved.

As discussed in Section III-A, the choice of pre-permutation window is a compromise between the resolution and dynamic range specifications. Now, from Eq. (3) and (4), we can see the pre-permutation window also affects the complexity of the RSFT, i.e., a window with larger $d$ will demand more computation, as shown in Fig. 4.

The complexity of RSFT is also influenced by $B$. With other parameters fixed, we can solve the optimal $B$, which minimizes $f$ in Eq. (4). In the high dimensional setting, $B$ is the multiplication of the shrunken data length in each dimension, i.e., $B = \prod_{i \in [U]} B_i$, with $B_i$ a power of 2. And in order to hash each significant frequency into a distinct location of the shrunken space with high probability, we make $B >> dK$.

\begin{table}[h]
\centering
\caption{Computational Complexity of RSFT}
\begin{tabular}{|c|c|}
\hline
Procedure & Number of Operations \\
\hline
Pre-Permutation Win & $N$
\hline
Permutation & $TN$
\hline
Flat Win & $TN$
\hline
Aliasing & $T(B(N/B - 1))$
\hline
FFT & $T \frac{2}{3} \log B$
\hline
Square & $TB$
\hline
First Stage Detection & $TB$
\hline
Reverse Mapping & $TKdN/B$
\hline
Second stage Detection & $N$
\hline
Total Operations & $T(3N + B + \frac{2}{3} \log B + \frac{KdN}{B} + 2N)$
\hline
Complexity & $O \left(T(N+B+B \log B+\frac{KdN}{B})+N\right)$
\hline
\end{tabular}
\end{table}

While many applications satisfy these requirements, in what follows, we discuss an example in SRUR signal processing.

A. Short Range Ubiquitous Radar (SRUR)

An ubiquitous radar [11] or SIMO radar can see targets everywhere at anytime without steering its beams as a traditional phased array radar does. In SRUR, a broad transmitting beam pattern is achieved by an omnidirectional transmitter and multiple narrow beams are formed simultaneously after receiving of the reflected signal. The beam patterns of an ubiquitous radar is shown in Fig. 5 with an Uniform Linear Array (ULA) configuration.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{ratio.png}
\caption{Complexity Ratio, FFT over RSFT. $B = 2^{12}, T = 5$.}
\end{figure}

IV. RSFT FOR UBIQUITOUS RADAR SIGNAL PROCESSING

The complexity analysis above reveals that the RSFT algorithm can greatly reduce the complexity of certain high dimensional problems. This can be significant in many applications, since lower complexity means faster reaction time and more economical hardware. However, in order to apply RSFT, the signal to be processed should meet the following requirements:

- It should be sparse in some domain.
- It should be sampled uniformly whether in temporal or spacial domain.
- The SNR should be moderately high so that the algorithm can detect the peaks of significant frequencies reliably.

An SRUR with range coverage of several kilometers could be important both in military and civilian vehicular applications. For instance, in an active protection system [14], sensors on the protected vehicle have to detect and locate the warheads from a closely fired rocket-propelled grenade (RPG) within milliseconds. Among other sensors, SRUR’s simultaneous wide angle coverage, high precision of measurement and all weather operation make it the ideal sensor for such situation.

In order to achieve high range resolution and cover near range, SRUR utilizes a LFMCW waveform, as shown in Fig.
6. Mathematically, the transmitted waveform can be expressed as

\[
s(t, v) = A \cos(2\pi(f_c(t - vT_p) + \pi\alpha(t - vT_p)^2),
\]
where \(T_p\) is the repetition interval (RI), \(v \in [M]\) denotes the \(v_{th}\) RI, \(A\) is amplitude of the signal, \(f_c\) is the carrier frequency and \(\alpha\) is the chirp rate. Furthermore, without loss of generality, we assume that the initial phase of the signal is zero.

Upon reception, a de-chirp process is implemented by mixing the received signal with the transmitted signal, followed by a lowpass filter. The received signal is a delayed version of the transmitted signal, hence by mixing the two signals, the range information of the targets is linearly encoded in the 3-D space.

Moreover, without loss of generality, we assume that the initial phase of the signal is zero.

### Range

The range of the \(k_{th}\) target, i.e., \(\theta[k]\) is defined as the angle between the line of sight (from the array center to the target) and the array normal. Assuming that the element wise spacing is \(\lambda/2\), under the narrowband signal assumption, \(\theta[k]\) will cause an increase of phase at the neighboring array element equal to \(\pi \sin \theta[k]\). We omit the constant phase term in each sinusoid of Eq. (6), since they are irrelevant to the performance of the algorithm.

The DOA of the \(k_{th}\) target, i.e., \(\theta[k]\) is defined as the angle between the line of sight (from the array center to the target) and the array normal. Assuming that the element wise spacing is \(\lambda/2\), under the narrowband signal assumption, \(\theta[k]\) will cause an increase of phase at the neighboring array element equal to \(\pi \sin \theta[k]\). We omit the constant phase term in each sinusoid of Eq. (6), since they are irrelevant to the performance of the algorithm.

### Simulations

In this section, we verify the feasibility of RSFT-based SRUR processing and compare to the SFT-based processing via simulations. The main parameters of the system are listed in Table II. The design of the system can guarantee non-ambiguous measurements of the target’s range and velocity, assuming the maximum range and velocity are less than 1.5\(km\) and 300\(m/s\), respectively.

We generate a signal from 4 targets according to (6). The parameters of targets can be arbitrarily chosen within the non-ambiguous space, which implies the corresponding frequency components do not necessarily lie on the grid points. The targets’ parameters used in the simulation are listed in Table III.

The SFT from [2] is 1-dimensional. In order to reconstruct targets in the 3-D space, we extend the SFT to high dimension with the techniques described in Section III-B. In the experiment, we choose \(B, C, D\) equal to 64, 32, 16, respectively, and gradually increase the number of counting peaks in the first
Further work is needed to determine the ability of RSFT to detect weak targets, and its behavior when the exact sparsity is not known.
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